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Abstract. Process mining is a multi-purpose tool enabling organizations to mon-
itor and improve their processes. Process mining assists organizations to enhance
their performance indicators by helping them to find and amend the root causes
of performance or compliance problems. This task usually involves gathering
process data from the event log and then applying some data mining and machine
learning techniques. However, using the results of such techniques for process en-
hancement does not always lead to any process improvements. This phenomenon
is often caused by mixing up correlation and causation. In this paper, we present a
solution to this problem by creating causal equation models for processes, which
enables us to find not only the features that cause the problem but also the effect
of an intervention on any of the features. We have implemented this method as a
plug-in in ProM and we have evaluated it using two real and synthetic event logs.
These experiments show the validity and effectiveness of the proposed method.

Keywords: Process mining · Root cause analysis · Causality inference.

1 Introduction

One of the main purposes of using process mining is to enhance process performance
indicators leading to reduced costs and response times and better quality. To enhance
the performance of a process, we first need to identify friction points in the process.
The second step is finding the root causes of each friction point and estimating the
possible effect of changing each factor on the process. The final step is planning pro-
cess enhancement actions and then re-engineering the process. While there are different
techniques that help to find the friction points in processes, there is little work on root
cause analysis. So, the focus of this paper is on the second step.

The task of finding the root cause of a problem in a given process is quite intricate.
Each process involves many steps and in each step, many factors may be of influence.
Also, the steps or the order of the steps that are taken for each case may vary. Another
obstacle arises when using a classifier, which is basically designed for prediction and
not for interventions, for finding the root cause of the problem. By judging the causal
relationships among the features merely based on the findings of a classifier, we may
fall into the trap of considering correlation as causation.

Consider a scenario where in an online shop, some of the package deliveries get
delayed and there is a high correlation between the delayed orders and the resources
that were responsible for them. We can infer causal relationships based on the observed
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correlations and declare these resources that were in charge of delivering those delayed
items as the reason for delays. However, there may be a non-causal correlation between
them. Changing the process based on an observed correlation may aggravate the prob-
lem (or create new problems). Two correlated events may have a confounder, i.e., a
common unmeasured (hidden) cause. In this scenario, the delayed cases are related to
the packages with a bigger size which are usually assigned to specific resources.

Two general frameworks for finding the causes of a problem and anticipating the
effect of any intervention on the process are random experiments and the theory of
causality [10, 11]. Applying random experiments, i.e., randomly setting the values of
those features that have a causal effect on the problem of interest and monitoring their
effect, is usually too expensive (and sometimes unethical) or simply impossible. The
other option is modeling the causal relationships between different features of the pro-
cess using a structural causal model [10, 11] and then studying the effect of changes
imposed on each process feature on the process indicators.

Fig. 1. The general structural causal equation discovery.

In this paper, we propose a framework based on the second approach for root cause
analysis, which includes several steps. First, the event log is enriched by several process-
related features derived from different data sources like the event log, the process model,
and the conformance checking results. Then, depending on the identified problem and
features that have a possible direct or indirect causal effect on it, a specific data table,
which we call it situation feature table, is created. In the next step, a graph encoding the
structure of causal relationships among the process features is provided by the customer.
The other option for creating such a graph is using a causal structure learning algorithm,
also called search algorithm, on the data. The resulting graph can be modified by adding
domain knowledge as an input to the search algorithm or by modifying the discovered
graph. Finally, the strength of each causal relationship and the effect of an intervention
on any of the process features on the identified problem are estimated. The general
overview of the proposed approach is shown in Figure 1.
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2 Motivating Example

Consider an IT company, that implements software for its customers, but does not main-
tain the implemented software after it has been released. The Petri-net model of this
company is depicted in Figure 2. Each trace, which is corresponding to the process of
implementation of one project, has an associated attribute priority, indicating how ur-
gent the software is for the customer. The manager of the company is concerned about
the duration of the implementation phase of projects. By implementation phase, we
mean the sub-model including two transitions “development” and “test” (marked with
a blue rectangle in Figure 2). For simplicity, we use the abbreviations mentioned in
Table 1 in this paper.

The manager believes that P, NT , and PBD are the process features that might
have a causal effect on IPD. The question is which features have a causal effect on
IPD and to what extent. Also, the manager needs to know what is the effect of an
intervention on any of the features on IPD. Mentioned questions are valid ones to be
asked before planning for re-engineering and enhancing a process. Also, we consider C
(the complexity of a project) as a feature that is not recorded in the event log and may
have a causal effect on IPD. The answers to such questions are highly influenced by the

Fig. 2. The process of IT company described in Section 2.

list of abbreviations
FS feasibility study CID case ID BC business case development REL release
PB product backlog DEV development NT number of employees in team T E test

DD development duration T D test duration PBD product backlog duration P priority
TC team charter C complexity IPD implementation phase duration

Table 1. The list of abbreviations based on IT example, Section 2.

structure of the causal relationship among the features. Some of the possible structures
are depicted in Figure 3. According to 3.a), the high correlation between IPD and PBD
is not a causation. So, changing PBD does not have any effect on IPD. According to
3.b), one may conclude that all P, PBD, and NT play a role in the determination of the
value of IPD and by changing each of these three features, one can influence the value
of IPD. According to 3.c), the existence of a hidden feature in the model, captured by C
(and depicted by the gray dashed oval in the model), has been considered that causally
influences both IPD and PBD. So, their significant correlation relationship is due to
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Fig. 3. Three possible causal structures.

having a common cause. If this is the case, then forcing PB activity to take a shorter or
longer amount of time does not have any effect on the value of IPD.

It is worth noting that it is not possible to intervene on all the features. For exam-
ple, the manager can assign more or fewer people to a project; but he cannot change
the complexity of a project. So, it is possible to intervene on NT , but not on C. Just
using common sense and domain knowledge we can judge whether a feature can be
intervened.

The remainder of the paper is organized as follows. In Section 3, we briefly present
some related work. In Section 4, an overview of the problem and the proposed approach
is presented. The details and assumptions of the implemented plugin and the experi-
mental results of applying it on synthetic and real event logs are presented in Section 5.
Finally, in Section 6, we summarize our approach and its applications.

3 Related Work

The main approaches in process mining to find the root causes of a performance or
compliance problem are classification [4, 6], and rule mining [13]. Although the the-
ory of causality has been studied deeply [11] and its methods have been successfully
applied on a variety of domains (e.g. [7, 18]), their application in the area of process
mining is limited. However, there are some works in this field that use causality theory.
For example, in [5] an approach based on time-series analysis has been proposed for
discovering causal relationships between a range of business process characteristics and
process performance indicators. The idea is to look at the performance indicators val-
ues as time-series, and investigating the causality relationship between them using the
Granger causality test [3]. The problem with this approach is that the Granger test can
only find predictive causality which might not be a true cause-and-effect relationship.

In [8], a methodology for structural causal model discovery in the area of process
mining has been proposed. They propose discovering structural causal models using the
event log and the BPMN model of a process. One of the assumptions in this work is
that the BPMN model is an accurate model of a process, which is not always the case.

4 Approach

In the proposed method, we assume that we already know that a problem, such as a
bottleneck or deviation, exists in the process. Several features may have a causal effect



Root Cause Analysis in Process Mining Using Structural Equation Models 5

on the problem, which some of them may not exist in the event log. As the first step, the
event log is enriched by adding some new derived features computed from the event log
or possibly other sources. The derived features can be related to any of the process per-
spectives; the time perspective, the data flow-perspective, the control-flow perspective,
the conformance perspective, or the resource/organization perspective of the process.
The enriched event log is then used for creating the situation feature table. Finally, we
discover the Structural Equation Model (SEM) of the situation features using the situa-
tion feature table. In the sequel, we explain the details of situation feature table creation
and SEM inference. But first, we need to define an (enriched) event log.

An event log is a collection of traces where each trace itself is a collection of events.
LetUact be the universe of all activity names,Utime the universe of all time stamps,Uatt

the universe of all attribute names, and Uval the universe of all values. Also, consider
Umap = Uatt 67→ Uval and dom : Uatt 7→ P(Uval)1, the function that returns the set of all
possible values of a given attribute name. We define an event log as follows:

Definition 1 (Event Log). Each element ofUact×Utime×Umap is an event and E is the
universe of all possible events. Let πact(e) = a, πtime(e) = t, and πmap(e) = m for a given
event e = (a, t,m) ∈ E. Each element of P(Umap × E

+) is called an event log where E+

is the set of all non empty sequences of events such that for each 〈e1, . . . , en〉 ∈ E
+ we

have ∀1≤i< j≤nπtime(ei) ≤ πtime(e j). The universe of all possible logs is denoted by L and
each element (m, E) of an event log is called a trace.

We assume that in a given log L each event has a unique time stamp. Also, given E =

〈e1, . . . , en〉 ∈ E
+, we define tail(E) = en, prfx(E) = {〈e1, . . . , ei〉|1 ≤ i ≤ n} which is the

set of all the nonempty prefixes of E, and set(E) = {e1, . . . , en}.

4.1 Situation Feature Table Creation

An observed problem in the process might be related to either a trace or a specific
activity. We assume that, given a problem, in each trace only that part of the data that
has been recorded before the occurrence of the problem can have a causal effect on
it. So the relevant part of a trace to a given problem is a prefix of it which we call a
situation. More formally, a situation is an element of Umap × E

+ and we use Usf to
denote the universe of all possible situations. Given an event log L ∈ L, we define
the set of all situations of L as S L =

⋃
(m,E)∈L {(m, E′)|E′ ∈ prfx(E)}. Considering

ActNamesL as the set of the activity names of all the events that appear in the traces of
L, we define an a-based situation subset of L as S L,a = {(m, E) ∈ S L|πact(tail(E)) = a},
where a ∈ ActNamesL and trace-based situation subset of L as S L,⊥ = L.

There are two types of attributes in a given event log, attributes linked to the traces
and attributes linked to the events. When extracting the data from event log, we need
to distinguish these two levels of attributes. For that, we use situation feature function
which is defined over the situations and is identified by an activity, a (possibly a = ⊥),
and an attribute, at. If a = ⊥, sf a,at((m, E)) returns the value of at in trace level (i.e.
m(at)). However, if a , ⊥, then sf a,at(s) returns the value of at in e ∈ set(E) with the
maximum time stamp for which πact(e) = a. More formally:

1 We define P(A) as the set of all non-empty subsets of set A.
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Definition 2 (Situation Feature). Let L ∈ L, a ∈ ActNamesL ∪ {⊥}, and at ∈ Uatt. We
define a situation feature as sf a,at : Usit 67→ Uval. Given (m, E) ∈ L, we define,

sf a,at((m, E)) =

m(at) a = ⊥

πmap(arg maxe∈{e∈set(E)|πact(e)=a} πtime(e))(at) a ∈ ActNamesL
.

We denote the universe of all possible situation features by Usf . With slight abuse of
notation, we define dom(sf a,at) = dom(at). Also, for a given n ∈ N, SF ∈ Un

sf is a
situation feature extraction plan of size n, whereUn

sf is defined asUsf × · · · × Usf︸             ︷︷             ︸
n times

.

We can interpret a situation feature extraction plan as the schema composed of those
situation features that are relevant to the given problem in the process. In the sequel, we
call the situation feature that captured the existence of the problem (or represents the
quantity or quality of interest) in the process the class situation feature and denote it as
csf . Moreover, in case of no ambiguity, we remove the subscripts of situation features
to increase readability.

Now, we can concretely specify the problem in the process and the set of situation
features that we need to investigate their causal effect on the occurrence of the problem.

Definition 3 (Causal Situation Specification). A causal situation specification is a
tuple CSS = (SF, csf ) in which SF = (sf 1, . . . , sf n) ∈ Un

sf for some n ∈ N, csf ∈ Usf ,
and csf < set(SF) where with slight abuse of notation set(SF) = {sf 1, . . . , sf n}.

Here, SF is the tuple that includes all of the situation features that we expect them to
have a potential causal effect on the class situation feature. Here, we assume that there
is no hidden common confounder exists any subset of situation features in set(SF) ∪
{csf }. Using the causal situation specification, we can define a situation feature table as
follows:

Definition 4 (Situation Feature Table). Given an event log L ∈ L and a causal sit-
uation specification CSS = (SF, csf ), where SF = (sf 1, . . . , sf n) and csf = sf a,at, a
situation feature table is a multi-set which is defined as:

TCSS,L = [(sf 1(s), . . . , sf n(s), csf (s))|s ∈ S L,a ∧ csf (s) , ⊥].

We call TCSS,L a situation feature table of L.

4.2 SEM Inference

Given a log L, if we consider a trace or activity based situation subset of L as a sample
and each situation feature as a random variable, then we can define a structural equation
model for a given causal structure specification as follows2:

Definition 5 (Structural Equation Model (SEM)). Given CSS = (SF, csf ), a struc-
tural equation model is defined as a collection of assignments S = {S sf 1

, . . . , S sf n
, S csf }

such that
S sf : sf = fsf (PAsf ,Nsf ), sf ∈ set(SF) ∪ {csf },

2 Definition 5 and 8 are based on [11].
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where PAsf ⊆ set(SF)∪{csf }\{sf } is called parents of sf and and Nsf 1
, . . . ,Nsf n

,Ncsf are
distributions of the noise variables, which we require to be jointly independent.

Note that these equations are not normal equations but a way to determine how to
generate the observational and the interventional distributions. The set of parents of
a situation feature is the set of situation features that have a direct causal effect on it.

The structure of the causal relationships between the situation features in a SEM can
be encoded as a directed acyclic directed G = (V,�) which is called a causal structure.
In this graph, V = set(SF) ∪ {csf },�= {(sf 1, sf 2) ∈ V × V|sf 1 ∈ PA(sf 2)}.

The first step of inferring a SEM is discovering its causal structure and the second
step is estimating a set of equations describing how each situation feature is influenced
by its immediate causes. In the sequel, we describe these two steps.

Causal Structure Discovery. The causal structure can be determined by an expert who
possesses the domain knowledge about the underlying process and the causal relation-
ships between its features. But having access to such knowledge is quite rare. Hence,
we support discovering the causal structure in a data driven manner.

Several search algorithms have been proposed in the literature (e.g., [2, 15, 9]). The
input of a search algorithm is observational data in the form of a situation feature table
(and possibly knowledge) and its output is a graphical object that represents a set of
causal structures that cannot be distinguished by the algorithm. One of these graphical
objects is Partial Ancestral Graph (PAG) introduced in [19].

A PAG is a graph whose vertex set is V = set(SF) ∪ {csf } but has different edge
types, including→,↔,�→,�3. Each edge type has a specific meaning. Let sf 1, sf 2 ∈

V. sf 1 → sf 2 indicates that sf 1 is a direct cause of sf 2, sf 1 ↔ sf 2 means that neither sf 1
nor sf 2 is an ancestor of the other one, even though they are probabalistically dependent
(i.e., sf 1 and sf 2 are both caused by one or more hidden confounders), sf 1�→sf 2 means
sf 2 is not a direct cause of sf 1, and sf 1 � sf 2 indicates that there is a relationship
between sf 1 and sf 2, but nothing is known about its direction. The formal definition of
a PAG is as follows [19]:

Definition 6 (Partial Ancestral Graph (PAG)). A PAG is a tuple (V,→,↔,�→,�)
in which V = set(SF) ∪ {csf } and →,↔,�→,�⊆ V × V such that →, ↔, �→, and
� are mutually disjoint. Moreover, there is at most one edge between every pair of
situation features in V.

The discovered PAG by the search algorithm represents a class of causal structures
that satisfies the conditional independence relationships discovered in the situation table
and ideally, includes the true causal structure of the causal situation specification. Now,
it is needed to modify the discovered PAG to a compatible causal structure. As we
assume no hidden common confounder exists, we expect that in the PAG, relation↔ be
empty4. We can define the compatibility of a causal structure with a PAG as follows:

Definition 7 (Compatibility of a Causal Structure With a Given PAG). Given a PAG
(V,→,↔,�→,�) in which↔= ∅, we say a causal structure (U,�) is compatible with

3 We usually use a • b instead of (a, b) ∈ • for • ∈ {→,↔,�→,�} ∪ {�}.
4 If ↔, ∅, the user can restart the procedure after adding some more situation features to the

causal situation specification.
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the given PAG if V = U, (sf 1 → sf 2 ∨ sf 1�→sf 2) =⇒ sf 1 � sf 2, and sf 1 � sf 2 =⇒

(sf 1 � sf 2 ⊕ sf 2 � sf 1), where sf 1, sf 2 ∈ V.

To transform the output PAG to a compatible causal structure, which represents the
causal structure of the situation features in the situation feature specification, domain
knowledge of the process and common sense can be used. These information can be
use to directly modify the discovered PAG or by adding them to the search algorithm,
as an input, in the form of required directions or forbidden directions denoted as Dreq

and D f rb, respectively. Dreq,D f rb ⊆ V × V and Dreq ∩ D f rb = ∅. If (sf 1, sf 2) ∈ Dreq

then sf 1 → sf 2 or sf 1�→sf 2 in the output PAG. However, if (sf 1, sf 2) ∈ D f rb, then in the
discovered PAG it should not be the case that sf 1 → sf 2.

Causal Strength Estimation. The final step of discovering the causal model is estimat-
ing the strength of each direct causal effect using the observed data. Suppose G is the
causal structure of a causal situation specification CS S = (SF, csf ). As G is a directed
acyclic graph, we can sort its nodes in a topological order γ. Now, we can statistically
model each situation feature sf 2 as a function of the noise terms Nsf 1

of the situation
features sf 1 for which γ(sf 1) ≤ γ(sf 2), where sf 1, sf 2 ∈ set(SF) ∪ {csf }. The result is
sf 2 = f2

(
(Nsf 1

)sf 1:γ(sf 1)≤γ(sf 2)
)

[11]. The set of these functions, for all sf ∈ set(SF)∪{csf },
is the SEM of CS S = (SF, csf ).

Finally, we want to answer questions about the effect of an intervention on any of the
situation features on the class situation feature. Here we focus on atomic interventions
which are defined as follows:

Definition 8 (Atomic Intervention). Given an SEM S, an intervention is obtained by
replacing S sf ∈ S\{S csf } by sf = c where c ∈ R.

Note that the corresponding causal structure of an SEM after intervention on sf is ob-
tained from the original causal structure of M by removing all the incoming edges to
sf [11]. When we intervene on a situation feature, we just replace the equation of that
situation feature in the SEM and the others do not change as causal relationships are
autonomous under interventions [11].

If in a given causal structure of a causal situation specification CS S = (SF, csf ),
there is no directed path between sf ∈ set(SF) and csf , they are independent and con-
sequently, intervening on sf by forcing sf = c has no effect on csf . Otherwise, we need
to estimate the effect of that intervention on the class situation feature which is the
function estimating (the distribution of) csf condition on sf = c, while controlling for
situation features in PAsf .

5 Experimental Results

To validate the proposed approach, we implemented it as a plugin in ProM [16], an
open-source and extensible platform for process mining. The implemented plugin takes
the event log, the Petri-net model of the process, and, the conformance checking results
of replaying the given event log on the given model as input. The implemented plugin
is available in the nightly-build of ProM under the name causality inference in process
mining. In the following, we briefly mention some of the implementation details and
the results of applying the plugin on both synthetic and real event logs.
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5.1 Implementation Notes

As the search algorithm, we use the Greedy Fast Causal Inference (GFCI) algorithm
[9]. GFCI is a hybrid search algorithm where its inputs are the situation feature table
and possibly background knowledge and its output is a PAG with the highest score on
the input data. In [9], it has been shown that if the assumptions mentioned in Section
4.2 hold, then under the large sample limit each edge in the PAG computed by GFCI is
correct. Also, using empirical results on simulated data, it has been shown that GFCI
has the highest accuracy among several other search algorithms [9]. In this plugin, we
use the Tetrad [14] implementation of the GFCI algorithm. In the experiments, we use
the following settings for the GFCI algorithm: cutoff for p-values = 0.05, maximum
path length = -1, maximum degree = -1, and penalty discount = 2.

For estimating the effect of an intervention on the class situation feature, in the case
of continuous data, we assume linear dependencies among the situation features and
additive noise. We can represent the SEM graphically by considering the coefficient of
sf 1 in S sf 2

as the weight of the edge from sf 1 to sf 2 in its corresponding causal structure.
Thus, to estimate the magnitude of the effect of sf on the csf , it is enough to sum the
multiplication of the weights of the edges for each directed path from sf to csf .

5.2 Synthetic Data

We have created the Petri-net model of the process described in Section 2 using CPN
Tools [12] and generate an event log with 1000 traces. The log is enriched by adding
IPD as a derived trace level attribute that indicates the duration of the sub-model in-
cluding DEV and T E transitions in person-day. We generate the log with the following
settings: sf⊥,C = Nsf⊥,C Nsf⊥,C ∼ Uni f orm(1, 10)

sf BC,P = Nsf BC,P
Nsf BC,P

∼ Uni f orm(1, 3)
sf PB,PBD = 10sf⊥,C + Nsf PB,PBD

Nsf PB,PBD
∼ Uni f orm(−2, 4)

sf T D,NT = 5sf⊥,C + 3sf BC,P + Nsf T D,NT
Nsf T D,NT

∼ Uni f orm(−1, 2)
sf⊥,IPD = 50sf⊥,C + 5sf T D,NT + Nsf⊥,IPD

Nsf⊥,IPD
∼ Uni f orm(10, 20)

Then, we use the proposed approach for CS S = ((sf⊥,P, sf PB,PBD, sf TC,T N), sf⊥,IPD). The
discovered causal structure is as depicted in Figure 4.a. This causal structure does not
say much about the direction of discovered potential causal relationships. Regarding the
types of edges, we can guess that there might be another influential attribute that acts
as a hidden common cause. If we consider sf⊥,C as one of the independent situation
features, then the discovered causal structure is the one depicted in Figure 4.b, which
is more accurate. If the complexity of a project is not recorded in the event log, we
can assume that the PB takes longer in more complex projects and compute it as the
floor of the value of PBD divided by 10. Now, using domain knowledge, we can turn
this PAG to the one depicted in Figure 4.c. By doing the estimation, the SEM shown in
Figure 4.d is obtained. By comparing the estimated coefficients of situation features in
Figure 4.d (the weights of edges), and those in the mentioned equations, it is clear the
estimated and real strengths of causal relationships are quite close which proves that the
implemented plugin is capable of discovering the true SEM.

Now, if we want to see how each situation feature affects the class situation fea-
ture, we just need to click on its corresponding node in the causal structure to see
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the estimated interventional effect. Suppose c1 is a constants. For example, we have
sf⊥,IPD = 75.0004 × sf⊥,C + c1 × sf T D,NT + noise which means that if we could enforce
the complexity of the projects to be one unit more complex, then the implementation
phase will take approximately 75 more person-days. The other estimated interventional
effect is sf⊥,IPD = 0.0 × sf PB,PBD that means intervention on sf PB,PBD has no effect on
sf⊥,IPD.

Fig. 4. a) The PAG of causal situation specification of Section 5.2, discovered by the imple-
mented plugin. Using this PAG, we can guess that there are other influential situation features
not recorded in the data. b) The resulting PAG after considering sf ⊥,C as one of the influential
situation features, c) The causal structure obtained by modifying the previous one using common
sense and domain knowledge. d) The causal structure model generated by doing estimation on
the strength of each discovered causal relationship.

5.3 Real Data

For the real data, we use receipt phase of an environmental permit application process
(WABO) CoSeLoG project [1] event log (receipt log for short), which includes 1434
traces and 8577 activities. As a problem, we consider the delay in some of the cases
where the threshold for the delay is set to 3% of the maximum duration of all traces.
Note that the average trace duration in this event log is about 2% of the maximum
duration of its traces. So, the class situation feature is sf⊥,delay. Here, we want to in-
vestigate the effect of three situation features indicating the choice of recourse working
on three activities “Confirmation of receipt” denoted as Con f , “T02 Check confirma-
tion of receipt” denoted as T02, and “T04 Determine confirmation of receipt” denoted
as T04, on sf⊥,delay. Thus, the causal situation specification that we are interested in is
CS S = ((sf Con f ,Resource, sf T02,Resource, sf T04,Resource), sf⊥,delay). Note that using the Chi-
square test, there is a high correlation between every pair of situation features.

The output of applying the implemented plugin on the created situation feature table
for this problem is shown in Figure 5.a). Using the temporal ordering of the activities
(in this process, Con f happens before T02, and T02 happens before T04 in all the
traces) and common sense (the choice of the resource of an activity has no effect on
the choice of the resource of another activity that happened before) we can infer that
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Fig. 5. a) The PAG of causal situation specification of receipt event log example in Section 5.3,
discovered by the implemented plugin. b) The causal structure obtained by modifying the previ-
ous one using common sense and domain knowledge.

the true causal structure is the one shown in Figure 5.b). This causal structure indicates
that sf Con f ,Resource has a causal effect on sf⊥,delay and there is no causal relationship be-
tween sf T02,Resource and sf⊥,delay and also between sf T04,Resource and sf⊥,delay. Moreover,
it indicates that the choice of sf T02,Resource is influenced by sf Con f ,Resource. By doing the
estimation and clicking on each node of the graph we can see the interventional distri-
butions of sf⊥,delay caused by intervention on the corresponding situation feature of that
node. For example, we can see that the the probability of sf⊥,delay = delayed under an
intervention which enforce sf Con f ,Resource = Resource14 is almost 0.159.

6 Conclusion

If an organization has performance and/or conformance problems, then it is vital to un-
cover the causes of these problems and the strength of their effect. It is also needed to
investigate the effect of an intervention on the process. This information is essential to
design and order the process enhancement and re-engineering steps. This is a very fun-
damental and influential step toward process enhancement. Process interventions based
on correlations that are not causalities may lead to more problems. By using the frame-
work proposed in this paper, the stakeholders can incorporate both domain knowledge
and potential statistically supported causal effects to find the SEM of the features and
indicators of the process. Using SEM in this framework enables us to estimate to what
extent each feature contributes to the given problem using the observational data.

As mentioned in Section 4.2, the search algorithm assumes strong assumptions such
as the independence and identically distribution of situations. One of the main draw-
backs of applying this framework is that the features of different traces are not indepen-
dent. Future research aims to address these limitations.
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