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Abstract: 
Process mining has emerged as a pivotal discipline that bridges the gap between process science and 
data science, evolving significantly since its incep�on in the late 1990s. The discipline of process mining 
has been instrumental in addressing fundamental ques�ons about actual vs. assumed processes, 
iden�fying botlenecks and devia�ons, and predic�ng performance and conformance problems. 
Despite advancements in process discovery, conformance checking, and data-driven simula�on, (1) 
data extrac�on remains challenging, (2) tradi�onal case-driven approaches fail to iden�fy problems 
involving mul�ple organiza�onal units and processes, and (3) organiza�ons fail to reap the benefits of 
the rapid developments in Ar�ficial Intelligence (AI). The introduc�on of Object-Centric Process Mining 
(OCPM) and the integra�on with predic�ve and genera�ve AI represent a revolu�onary shi� in process 
management. OCPM allows for a more nuanced analysis of processes without the constraints of a 
single-case no�on, enabling a deeper understanding of the interac�ons between different object types 
within processes. This evolu�on towards a more faithful view of opera�onal processes is further 
enhanced by the capabili�es of predic�ve and genera�ve AI, offering new opportuni�es for diagnosing 
and addressing opera�onal problems. Next to an integra�on of OCPM and Predic�ve and Genera�ve 
AI, we advocate a domain-specific approach to process mining. Leveraging standardized reference 
models powered by OCPM helps to accelerate the adop�on of process mining. 

(R)evolu�on of the Process Mining Discipline 
Process mining, as we know it today, emerged as a novel discipline to bridge the gap between process 
science and data science [1]. Before the turn of the century, there were disjoint groups of scien�sts 
and prac��oners. The first group, let’s call them the “process scien�sts”, focused on process 
management and process automa�on. The second group, the “data scien�sts”, focused on 
transforming and analyzing data. The process scien�sts did not care much about data, and the primary 
focus was on modeling processes by hand and automa�ng these processes using, for example, 
workflow management systems. The data scien�sts were not interested in processes and instead 
focused on supervised and unsupervised learning using tabular data, text, and images. At the �me, 
this was mostly referred to as Data Mining (DM), but over �me, Machine Learning (ML) and Artificial 
Intelligence (AI) became the more common terms to refer to this. Data-driven approaches (DM, ML, 
and AI) have drama�cally improved over the last 25 years. This is visible to all, and today’s process 
scien�sts are well aware of the fact that they need to use data. Moreover, data scien�sts increasingly 
realize that processes are key to the success of any organiza�on. In the last two years, Large Language 
Model (LLM) chatbots such as ChatGPT, MS Copilot, and Bard, and text-to-image systems such as Stable 
Diffusion, Midjourney, and DALL-E served as a wake-up call for organiza�ons. Also, higher management 
realizes that processes and the management of these processes will drama�cally change. Hybrid 



Intelligence (HI) will play a key role in the gradual redistribu�on of work between people and 
so�ware/hardware [2]. However, organiza�ons struggle to apply these new technologies to their 
opera�onal processes, and process mining is s�ll the only discipline that gives equal attention to both 
processes and data. 

Figure 1 shows a �meline of process mining running from its incep�on in the late 1990-�es un�l now. 
What is interes�ng to note is that many of the original ques�ons posed two decades ago are s�ll valid 
[1,4]: 

• What is the actual process, and how does it differ from the assumed or desired process? 
• What are the main botlenecks, and why are they there? 
• What are the main compliance problems, and what do they have in common? 
• Can we predict performance and conformance problems? 
• What happens if we make this interven�on?  

Fi�een years ago (i.e., 2009), we already had a range of process discovery techniques, supported 
conformance checking and �me predic�on, and could generate full-fledged simula�on models from 
event data [1]. Although process-mining techniques answering all of the above ques�ons have been 
around for quite some �me, the underlying problems are notoriously hard and s�ll not fully solved. 
Seen from this perspec�ve, we could argue that the process mining discipline is evolving steadily. 
However, as will be explained later, Object-Centric Process Mining (OCPM) and the amalgama�on of 
process mining and predictive and generative AI can be viewed as a revolu�on rather than a steady 
evolu�on [3,4,5,6]. OCPM takes process mining to a new level where it is no longer needed to 
“straitjacket processes” using a single-case no�on. Predic�ve and genera�ve AI provides amazing 
possibili�es, but in an enterprise se�ng, we need processes as the “lens” to look at the data. Together, 
they lead to a revolu�on in process management. 
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Figure 1: Timeline showing some of the main developments in process mining. 

Figure 1 illustrates the increasing maturity of the process-mining discipline. On the academic side, 
process mining developed and is now a mature discipline. Half of the papers presented at leading BPM 
conferences, like the International Conference on Business Process Management (www.bpm-
conference.org), are on process mining. The International Conference on Process Mining 
(www.icpmconference.org), established in 2019, atracts hundreds of process mining researchers each 
year.  Based on the Summer School on Process Mining that took place in 2022, we created the Process 
Mining Handbook [4]. On the non-academic side, one can witness the availability of dozens of 
commercial process-mining offerings and an increasing adop�on in organiza�ons all over the globe 
[11]. This is reflected by the scale of the prac��oner-oriented Celosphere conference (organized by 
Celonis) atrac�ng thousands of par�cipants. In 2023, Gartner also published the first Magic Quadrant 
for Process Mining Tools [9]. This proves that process mining can be viewed as a separate product 
category. In this book, you will find a wide range of successful applica�ons of process mining. However, 
we are just at the beginning, and there are s�ll challenges, as is discussed next. 

Main Challenges and Opportuni�es 
When applying process mining in the real world, one can witness the following challenges: 

1. Data extraction is involved because informa�on about objects (e.g., suppliers, orders, 
products, invoices, etc.) and events (i.e., ac�vity execu�ons involving these objects) is o�en 
scatered over mul�ple tables in different systems. One needs to locate these data and 
transform them into event data. This requires domain and technical exper�se. 



2. Tradi�onal process model nota�ons ranging from Business Process Modeling Nota�on (BPMN) 
to Directly-Follows Graphs (DFGs) make the implicit assump�on that there is a case notion, 
i.e., the process model describes the life cycle of individual cases. This implies that each 
process model represents a very specific view. Changing the view requires adap�ng the case 
no�on and going back to the source systems to extract new event data. 

3. Although organiza�ons tend to implement a range of highly similar processes (e.g., Accounts 
Payable, Accounts Receivable, Purchase to Pay, and Order to Cash), they use different IT 
systems that store data in different ways. Think of the table and column names in SAP (EKKO, 
EKPO, VBAK, VBAP, etc.) that are system-specific. Ideally, one would like to have a system-
agnostic single source of truth. This enables compara�ve process mining focusing on the 
relevant differences over �me and between organiza�ons. Unifying data across organiza�ons 
and systems is the only way to enable collabora�on and share knowledge. 

4. Most events involve multiple objects (e.g., a machine, an order, mul�ple components, and an 
operator). Yet, tradi�onal case-centric process mining assumes one case per event. Therefore, 
distortions are introduced when enforcing a single-case no�on. An event may be replicated for 
different objects, or causali�es may get lost. 

5. Opera�onal problems o�en live at the intersec�ons of processes and organiza�onal en��es. 
For example, a customer order may be delayed because of problems in procurement or 
produc�on. Just looking at all events involving a delayed order will not reveal such problems. 
Therefore, one needs to understand the interactions between the different object types. 

6. Users need to understand process mining results. It is easy to create ad-hoc dashboards 
showing Key Performance Indicators (KPIs). These may be easy to digest, but do not show the 
actual underlying processes. Using process discovery, one can reveal reality in an unbiased 
manner. However, showing a DFG may be overwhelming because of the spaghetti-like 
structure. Processes o�en have structures that are hidden using a simple DFG representa�on 
(especially when mul�ple objects are involved). Spaghe�-like DFGs are o�en caused by 
concurrency and multiple objects. If ac�vi�es do not happen in a fixed order or involve mul�ple 
objects, DFGs will create lots of loops instead of showing the actual process structure. 

7. Next to being understandable and showing the true fabric of processes, process mining results 
should also be actionable. This requires (near) real-�me analy�cs revealing opera�onal 
problems that can be acted upon immediately.  Diagnos�cs based on historical informa�on 
may help redesign processes, but do not solve current problems. Also, diagnos�cs should focus 
on problems that can s�ll be influenced. 

8. The challenges related to organizational change are numerous. Employees might resist change 
for a variety of reasons (job security, status, local op�miza�on, reward mechanisms, etc.). Also, 
teams may revert to old ways of working when change is not implemented correctly.  Even the 
best technology will not fix broken organizations and processes if not supported by proper 
change management. 

As the last point illustrates, many problems cannot be solved with technology. However, crea�ng 
transparency will facilitate cultural change when managed properly. Moreover, recent developments 
in Machine Learning (ML) and Ar�ficial Intelligence (AI) also create new opportuni�es to overcome 
some of the challenges above. Also, more informa�on is available in digital form, providing a beter 
alignment between the physical world and the digital world. Consider, for example, the Internet of 
Things (IoT), connec�ng physical objects to the Internet and providing new sources of event data. In 
the remainder, we will focus on the opportuni�es provided by predic�ve and genera�ve AI leveraging 
Object-Centric Event Data (OCED) [3]. 



Object-Centric Process Mining (OCPM) 
Tradi�onal process mining has focused on opera�onal processes having a clear case no�on. We refer 
to this as case-centric process mining. A process is seen as a network of ac�vi�es executed for cases. 
Examples of cases are customer orders, pa�ent treatments, student loans, and credit card applica�ons. 
This aligns well with mainstream process modeling languages like Business Process Modeling Nota�on 
(BPMN). Events in this se�ng refer to an activity executed for a case at a specific point in time. 
However, as the field of process mining is maturing, it becomes evident that this is an 
oversimplifica�on of reality. Object-Centric Event Data (OCED) generalizes the tradi�onal no�on of 
event data in several ways [3,5,10]. Each event may refer to any number of objects, and objects may 
be involved in any number of events. These are the so-called Event-to-Object (E2O) rela�ons. 
Moreover, objects may be related through Object-to-Object (O2O) rela�ons. Both rela�onships can be 
qualified (i.e., have a label describing the rela�on). For example, an E2O rela�on may have the label 
“is executed by” or “is responsible for” and an O2O rela�on may have the label “is part of” or “is 
related to”. Also, both events and objects are typed, and for a given type, there may be standard 
atributes. As before, events have a �mestamp. Object-atribute values may also have a �mestamp to 
represent updates. 
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Figure 2: The OCEL 2.0 meta-model describing Object-Centric Event Data (OCED) 

Figure 2 shows the Object-Centric Event Log 2.0 (OCEL 2.0) meta-model [10]. OCEL 2.0 provides 
concrete storage and exchange formats for OCED, e.g., using JSON, XML, and rela�onal and graph 
databases. As shown, events and objects are typed (see the two “has type” rela�ons) and have 
atributes. The rela�on “has objects” connects events and objects. The rela�on is qualified and many-
to-many to represent E2O rela�onships. The rela�on “related” connects objects to represent O2O 
rela�ons.  

Based on the OCEL 2.0 meta-model and earlier variants, a range of process mining techniques has been 
developed. However, compared to case-centric process mining, these are less mature, with many 
possibili�es to improve them. The main Object-Centric Process Mining (OCPM) tasks are: 

• Object-Centric Process Discovery (OCPD): Automa�cally discovering object-centric process 
models from OCED. These models show the process flow of different object types. Examples 



are object-centric BPMN, object-centric Petri nets, object-centric process trees, and object-
centric DFGs. 

• Object-Centric Conformance Checking (OCCC): Detec�ng and diagnosing commonali�es and 
differences between observed OCED and modeled of discovered object-centric process 
models. This can be used to check compliance, taking into account different object types. Note 
that non-compliant behavior can be perceived to be compliant when considering objects in 
isola�on. 

• Object-Centric Performance Analysis (OCPA): Analyzing the performance of processes 
involving mul�ple object types. As input, one can use OCED and/or object-centric process 
models annotated with performance informa�on. The goal is to diagnose botlenecks, 
compliance problems, and other performance or outcome-related problems. This also 
includes object-centric simula�on. 

• Object-Centric Opera�onal Support (OCOS): OCOS includes genera�ng process predic�ons, 
process recommenda�ons, and correc�ve ac�ons. The goal is not to diagnose historical event 
data, but to create models that can be used opera�onally, e.g., predic�ng that an order will be 
delayed and ac�ons are needed, or to foresee an emerging botleneck. This o�en involves 
genera�ng ML problems based on OCED and related process models. Having informa�on on 
mul�ple object types increases the accuracy of such models. 

The goal is not to detail the different OCPM techniques. What is evident from the above list is that 
many of the exis�ng case-centric process mining techniques need to be reinvented. 
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Figure 3: Simple artificial example to illustrate the basic OCPM concepts. 



To illustrate the OCPM concepts, we use a simple example. Consider a hiring process involving the 
object types: vacancy, applicant, application, and employee. An applicant can register and deregister. 
Only registered applicants can apply. For a vacancy, we have the ac�vi�es open and close. Applicants 
can only apply for an open vacancy. An event of type apply involves a vacancy, an application, and an 
applicant. As Figure 3 shows, there are also ac�vi�es such as confirm, interview, hire, training, and 
reject. Events of type confirm, interview, reject, and hire all involve a vacancy, an application, and an 
applicant. Ac�vi�es hire and training also involve an employee. Figure 3 sketches the interac�ons 
between these events and objects. For example, when hiring an employee, the vacancy is closed, and 
the applicant is deregistered. In this example, at most one object of a given type is involved in each 
event. However, it may also be the case that multiple objects of the same type are involved in a single 
event. For example, all remaining applicants are rejected in one step a�er hiring the first candidate for 
the posi�on. Whereas case-centric process mining links each event to a single case, object-centric 
process mining poses no constraints on linking events and objects. Next to these Event-to-Object (E2O) 
rela�ons, objects may be related through Object-to-Object (O2O) rela�ons. These are not directly 
visible in a process model like in Figure 3, but are essen�al for filtering and selec�on.  

Towards Domain-Specific Process Mining 
The meta-model depicted in Figure 2 is generic and can be applied in logis�cs, produc�on, finance, 
healthcare, etc. Although the meta-model is generic and somewhat abstract, concrete event data 
stored in such a format can be used directly due to a range of process mining techniques, e.g., 
discovering a process model. It is also possible to provide a standard set of performance indicators 
using generic concepts such as object type, event type, etc. For example, the average “life�me” of 
objects of a given type (i.e., the difference between the last and the first event in which the object was 
involved). It is also possible to define specific performance indicators using languages such as PQL 
(Process Query Language) of Celonis. However, many organiza�ons perform similar processes and it is 
not easy to create diagnos�cs for the different performance and compliance problems. Therefore, it 
does not make much sense to start from scratch when an organiza�on starts with process mining. 
Domain-specific process mining aims to reuse preexis�ng knowledge and experiences and standardize 
the input. For example, it makes perfect sense to define the object and event types for a par�cular 
domain (e.g., sales, procurement, or human resources) in a unified manner. Let us return to the earlier 
rather simple example to explain this. 
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Figure 4: Object and event types and their relationships at the type level. 

Figure 4 shows the four object types and ten event types (i.e., ac�vi�es) used in the example. The 
figure also depicts the O2O rela�ons in purple. For example, each applica�on is related to precisely 
one vacancy and one applicant. For a vacancy, there may be mul�ple applica�ons, and one applicant 
may have several applica�ons (for different vacancies). In this example, there are many E2O rela�ons 
clutering the view a bit. Both O2O and E2O rela�ons have qualifiers, but these are not shown. It is 
possible to specify the cardinali�es of the E2O rela�ons, but these are also not depicted. For example, 



for each vacancy, ac�vity open is performed precisely once, and this is the only object involved. The 
hiring ac�vity involves all four object types. 

 

0..*1 1

0..*

1vacancy application applicantemployee

open apply closeconfirm hireinterview reject trainingregister deregister

0..1

1 1 1
1 1 1 1 1 1 1

1 1 1 1
1

1 0..1 0..1 1 1

 

Figure 5: Simplification showing only the leading object type per event type. 

Some of the rela�ons in Figure 4 may be considered redundant. For example, if an event involves an 
applica�on, it is possible to derive the corresponding applicant and vacancy using the O2O rela�ons. 
Leaving out these derivable E2O rela�ons yields a less clutered view, as shown in Figure 5. O�en it is 
desirable to pick one leading object type per event type such that the other objects involved can be 
derived from the leading object. Note in a process model like in Figure 3 one may s�ll want to show 
the involvement of other objects next to the leading object. It is possible to define mul�ple criteria for 
explicitly including objects in an event (i.e., the E2O rela�ons). For example, ac�ve par�cipa�on of the 
object (e.g., an applicant being involved in an interview) and whether the object changes state (e.g., 
hiring an applicant for a vacancy is a relevant state change for both the vacancy and applicant) may be 
used as criteria. 

The above discussion shows that one can model a specific domain by describing the object and event 
types, the E2O and O2O rela�ons, and their cardinali�es. There is no need to reinvent the wheel when 
dealing with processes such as Accounts Payable, Accounts Receivable, Inventory Management, Order 
Management, and Procurement. This is the reason Celonis and its partners provide over 300 so-called 
apps built on top of the Celonis process mining pla�orm. These are s�ll based on case-centric process 
mining and o�en assume a specific source system (e.g., SAP or Oracle). However, OCPM provides an 
opportunity to rethink these apps. The goal is to create a system-agnos�c single source of truth based 
on a domain-specific reference model. Such a reference model consists of (at least) the following 
elements: 

• A set of object types with a specifica�on of the atributes of these object types. 
• A set of event types (i.e., ac�vi�es) with a specifica�on of the atributes of these event types. 
• A set of Object-to-Object (O2O) rela�ons at the type level, including allowed cardinali�es (one-

to-one, one-to-many, etc.). 
• A set of Event-to-Object (E2O) rela�ons at the type level, including allowed cardinali�es (e.g., 

a create order event refers to one sales order and at least one product and is executed only 
once for each sales order). 

• A set of performance indicators, i.e., predefined func�ons computed over the events and 
objects specified above. Consider, for example, “On Time & In Full” (OTIF), which is the 
percentage of orders delivered on �me and in full. 

• A set of normative process models. Each process model refers to a subset of object types and 
event types. These models can be used for replaying predefined subsets of event data to show 
performance and compliance problems.  



Note that a process is a “view” on a possibly larger collec�on of object and event types. In case-based 
process mining, a process and process model were defined by the case no�on. In OCPM, there may be 
many possibly overlapping predefined views. Such process lenses provide the input for Machine 
Learning (ML) and Ar�ficial Intelligence (AI). 

Enabling Predic�ve AI 

ML and AI are closely related fields, but they have dis�nct focuses. AI is a broad area of computer 
science aimed at crea�ng machines capable of performing tasks that would typically require human 
intelligence. AI systems can be rule-based and determinis�c, or they can learn and adapt over �me. 
ML, on the other hand, is a subset of AI that focuses specifically on the development of algorithms and 
sta�s�cal models that enable computers to perform tasks without being explicitly programmed for 
this. The learning process involves analyzing paterns in the data and exploi�ng these. ML is the driving 
force behind many AI systems' ability to adapt and improve using data. Therefore, the terms are o�en 
used interchangeably. Genera�ve AI focuses on crea�ng new data or paterns, like ChatGPT, which 
generates human-like text. Predic�ve AI, on the other hand, analyzes exis�ng data to predict future 
outcomes.  
Predic�ve AI relies on historical data to learn paterns and rela�onships. The output is usually a specific 
predic�on, a proposed decision (recommenda�on), or a probability score, indica�ng the likelihood of 
a future event or outcome. In most cases, only data specific to the problem are used. Many approaches 
can be described in abstract terms as learning a func�on 𝑓𝑓 ∈ 𝑋𝑋 → 𝑌𝑌 based on example inputs of the 
form {(𝑥𝑥1,𝑦𝑦1), (𝑥𝑥2,𝑦𝑦2), … (𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛)} with goal of minimizing the error (e.g. minimize ∑ |𝑦𝑦𝑖𝑖 − 𝑓𝑓(𝑥𝑥𝑖𝑖)|𝑖𝑖 ). 
O�en, the 𝑋𝑋 value is composed of several input features (i.e., a vector of atributes). The 𝑌𝑌 value refers 
to the target feature one would like to predict or understand based on the 𝑋𝑋 value. It is o�en 
impossible to directly apply such techniques to the data in source systems suppor�ng processes. O�en 
mul�ple systems are used and some of these systems may have tens of thousands of tables. However, 
OCPM provides the process lenses required to generate the input for learning a func�on  𝑓𝑓 ∈ 𝑋𝑋 → 𝑌𝑌. 
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Figure 6: Relating process mining and predictive AI. 

Figure 6 explains the interplay between OCPM and predic�ve AI. Data is extracted from the source 
systems, possibly guided by a domain-specific reference model. By picking subsets of object and event 



types, one can discover process models or check conformance with respect to a norma�ve process 
model defined for that view. By replaying event data on such models (discovered or norma�ve), one 
can iden�fy performance and compliance problems. Given a problem of interest, we need to create a 
so-called situation table. For example, an organiza�on would like to improve the “On Time & In Full” 
(OTIF) measure. Each row in the situa�on table corresponds to an order. The input features may 
include informa�on on who worked on the order, what kind of products were ordered, rou�ng 
informa�on, etc. The target feature indicates whether the order was delivered on �me and in full. 
Using mainstream ML techniques, it is possible to create a func�on 𝑓𝑓 ∈ 𝑋𝑋 → 𝑌𝑌 that predicts whether 
an order is likely to be late or incomplete. This can be used to uncover the root causes of the problem 
beter or use the func�on to trigger ac�ons if needed. Over the last 15 years, many process-related 
problems have been inves�gated using the approach depicted in Figure 6 [1,2,4,7]. However, only 
recently has the focus shi�ed from case-centric event data to object-centric event data [3,10]. This is 
a significant development because it will lower the effort needed to generate ML problems, and most 
process problems involve mul�ple types of objects. However, the core process mining techniques (e.g., 
process discovery and conformance checking) are very different from mainstream ML techniques like 
neural networks. Hence, OCPM and ML complement each other.  

Enabling Genera�ve AI 
Genera�ve AI (GenAI) focuses on crea�ng new content or data that are similar to, but dis�nct from, 
the training data. GenAI can generate text, images, music, and more. Unlike predic�ve AI, the focus is 
not on a specific phenomenon, and huge amounts of data not specific to the problem are used. Large 
Language Models (LLM), like ChatGPT, try to generate new, original content that mimics the learned 
data. GenAI combines many very sophis�cated ideas, but the best way to understand the mechanisms 
is to look at n-grams. An n-gram is a sequence of n words. For example, “I love to eat pizza in Italy” is 
a 7-gram. One can scan the internet to see how frequent n-grams are. Considering n-grams and (n+1)-
grams, one can es�mate the probability of the next word following a sequence of n words. This means 
that given an incomplete sentence, one can pick the word with the highest probability (or randomly 
pick a word based on the es�mated probabili�es). For example, the next word a�er seeing “I love to 
eat pizza in” is likely to be “Italy”. This can be es�mated by looking at all 7-grams star�ng with the first 
6 words. By repeatedly picking the next word, the text grows and will seem surprisingly coherent. 
ChatGPT, Google Bard AI, Microso� Copilot, Bing Chat, etc. are, of course, much more sophis�cated 
but can be seen as ways of simply comple�ng a sentence or text. 
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Figure 7: Using generative AI to lower the threshold to do process mining. 

To use GenAI, one needs to create a prompt. There are many different prompt strategies, and prompt 
engineering is an ac�ve field of research [6]. The prompt may contain (1) actual data, (2) aggregated 
data, or just (3) metadata. Actual data are the actual events and objects. Aggregated data are 
summariza�ons of the event data. Examples are: 

• The top process variants with their frequency and average dura�on. A variant may be the 
sequence <register, apply, confirm, apply, confirm, interview, reject, accept, training> of events 
for an applicant. The variant may have a frequency of 500 and an average dura�on of 2 
months. This informa�on could be provided in the prompt. 

• The directly-follows relations with their frequency and average dura�on. For example, ac�vity 
interview is directly followed by ac�vity reject for 400 applicants and the average dura�on is 
two weeks.   

Metadata only describe the structure, e.g., the database tables, the columns, and the key rela�onships. 
There is no informa�on on individual events and objects, nor is there any informa�on about 
frequencies and dura�ons.  

The prompt also needs to contain a ques�on, e.g., Why are so many cases delayed? The output can be 
free text or in a specific format (e.g., SQL or PQL). There are also addi�onal dimensions to describe 
promp�ng strategies, e.g., zero-shot, single-shot, and few-shot promp�ng. Zero-shot promo�ng 
means that no examples are given, relying on the LLM’s general understanding. Single-shot promo�ng 
means that there is one example to guide the response. Few-shot promp�ng uses mul�ple examples. 
Itera�ve promp�ng means refining prompts based on previous LLM responses in an interac�ve way. 

GenAI will not replace the core process mining techniques like process discovery and conformance 
checking, just like GenAI will not replace calculators or ILP solvers. However, GenAI will make it easier 
to interact with process mining tools. This is indicated in Figure 7. GenAI will make it simpler to extract 
event data (e.g., generate queries extrac�ng event data). GenAI will make it easier to ask ques�ons in 
natural language. Finally, it will help to explain process mining diagnos�cs. Although interac�ons 
become easier, the user always needs to verify that the answer is correct. Natural language is 
ambiguous, and GenAI suffers from so-called hallucina�ons.  Organiza�ons that have major data 
quality problems and a poor understanding of their processes should first get the basics right before 
using GenAI. Organiza�ons need to crawl before they walk and walk before they run. 



Outlook  
Object-Centric Process Mining (OCPM) and Ar�ficial Intelligence (AI) complement each other. Despite 
spectacular advances in AI, it is unrealis�c that AI can answer ques�ons about processes without taking 
a process-centric view on data scatered over tables in different IT systems. OCPM is a significant step 
forward compared to case-centric process mining. Both object and event data need to be stored 
uniformly, independent of the source systems. This uniformity eliminates the need for repeated data 
extrac�on whenever there is a change in perspec�ve or a new case no�on. Forcing complex 
intertwined processes into process models based on a singular case concept o�en results in misleading 
diagnos�cs.  Such diagnos�cs only make sense for experts familiar with the data transforma�ons 
applied. Moreover, OCPM enables the visualiza�on and comprehension of interac�ons across different 
object types, emphasizing that performance and compliance issues cannot be understood when 
objects are considered in isola�on. 

A domain-specific reference model further structuring object-centric event data helps to create a 
coherent star�ng point for process mining and AI applica�ons. Such a reference model predefines the 
different object and event types, atributes, O2O and E2O rela�ons and their cardinali�es, 
performance indicators, and a collec�on of norma�ve process models. Using predic�ve AI, it is possible 
to diagnose performance and compliance problems. Here, OCPM helps iden�fy the problems and 
provides the “process lenses” required to generate ML problems. Also Genera�ve AI (GenAI) will 
benefit from this. On the one hand, the reference model helps to guide LLMs. On the other hand, 
GenAI makes it easier to interact with process mining tools. Therefore, we advocate a combina�on of 
AI and OCPM. Predictive and generative AI complement process mining. However, the core process 
mining capabili�es are s�ll needed. AI will not replace classical computa�on, e.g., calculators and ILP 
solvers. One does not want to guess what the sum of two numbers is. The same applies to process 
discovery and conformance checking. Moreover, calculators did not replace mathema�cians, and AI 
will not replace domain experts. Therefore, process diagnos�cs need to be understandable by humans. 
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