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Model-Based Software Configuration:  
Patterns and Languages 

Abstract 

The common presupposition of enterprise systems (ES) is that they lead to significant 

efficiency gains. However, this is only the case for well-implemented ES that are well-aligned 

with the organisation. The list of ES implementation failures is significant which is partly 

attributable to the insufficiently addressed fundamental problem of adapting an ES 

efficiently. As long as it is not intuitively possible to configure an ES, this problem will 

prevail because organisations have a non-generic character. A solution to this problem 

consists in re-thinking current practices of ES provision. This paper proposes a new 

approach based on configurable process models which reflect ES functionalities. We provide 

in this paper a taxonomy of situations that can occur from a business perspective during 

process model configuration. This taxonomy is represented via so-called semantic 

configuration patterns. In the next step we discuss so-called syntactic configuration patterns. 

This second type of configuration patterns implements the semantic configuration patterns 

for specific modelling techniques. We chose two popular process modelling languages in 

order to illustrate our approach. 

Keywords 

Adaptability, Configuration, Customising, Alignment, Process Model, Requirements 

Engineering 

1 Introduction 

Enterprise systems (ES) offer holistic support for intra-organisational business processes and 

inter-organisational supply chains (Klaus et al., 2000). ES vendors such as SAP or Oracle 

frequently refer to so-called success stories (SAP AG, 2004; Oracle Corp., 2006) in order to 
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highlight significant efficiency gains, cost reductions, quality improvements, and the like. 

Such success stories, however, are contrasted by other examples where ES implementations 

escalated or were abandoned, consumed tremendous resources and yet sometimes failed to 

achieve measurable success (Stein, 1998; Davenport, 1998; Key, 1998). Despite 

comprehensive research on the critical success factors of enterprise systems (Sumner, 1999; 

Hong & Kim, 2002; Holland & Light, 1999; Umble et al., 2003) and factor models targeting 

escalation and failure (e.g., Keil, 1995; Keil et al., 2000; Smith et al., 2001; Keil & Robey, 

2001; Schmidt et al., 2001), the reasons for ES failures remain difficult to explain (Robey 

et al., 2002), because ES are complex socio-technical systems (Somers et al., 2000) (this was 

already acknowledged for Management Information Systems (Bostrom & Heinen, 1977)). ES 

projects involve a variety of parties and players, and they often require or are used 

(“technochange” (Markus, 2004)) for dramatic change within the organisation. 

However, failure is at least partly attributable to insufficient means of adapting the ES to the 

organisation leading to an insufficient quality of the actual system configuration (Rosemann 

et al., 2004). This is enforced by the fact that escalated ES projects are turned around and 

brought back on track by abandoning ES configuration (Sumner & Hamilton, 2005). The 

customer then has to subscribe to the world-view of the ES vendor. A major problem is that 

ES configuration knowledge is typically not embedded in the ES by means of intuitive 

mechanisms, but tacitly held within certified experts (often consultants). This makes ES 

implementation success directly depended on these experts (Robey et al., 2002) and drives 

cost and dependence on external resources. 

A proper solution to this problem consists in making the ES configuration process more 

intuitive. In turn, this will facilitate lowering the cost of configuration during initial ES 

implementation and during post-implementation adaptation resulting from organisational 

change. In effect, configuration decisions must be made more intuitive for a larger audience 
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including business users and management. This is of paramount importance, because 

managers must know how their systems work, which was acknowledged already in the 1960s 

(Ackoff, 1967) and became legal responsibility with the Sarbanes-Oxley act (Sarbanes & 

Oxley, 2002; Ribstein, 2002). 

Our contribution to overcoming the entangled configuration process consists in the 

proposition of generic configuration patterns and their explication using two specific process 

modelling languages. Configuration patterns (Dreiling et al., 2005) are derived from 

workflow patterns (van der Aalst et al., 2003) and describe on a conceptual level which 

situations can occur during business process configuration. They refer to configurable parts 

within a process model, i.e., a part that can be adapted during implementation and after 

implementation. We will illustrate how these generic configuration patterns can be applied 

using two specific languages in which the configurable parts are explicitly highlighted. This 

methodology allows a business user or a manager to identify configuration points in a 

business process by graphical means and facilitate the decision making process regarding 

how the process should be implemented in the organisation. The patterns then explicate to the 

user the impact of this decision on the rest of the process. While we specifically address ES 

we certainly think that our approach can be generalised in order to serve the configuration of 

other types of process-aware information systems (as understood by Dumas et al., 2005) as 

well. 

The remainder of this paper is structured as follows. First, we discuss the research objectives 

and relevant background on aligning business and IT. This will be followed by a 

differentiation between customising and configuration based on the relevant literature. 

Subsequently, we will introduce so-called semantic configuration patterns, i.e., patterns of 

configuration activities that are required from a business perspective. The semantic 

configuration patterns will then be applied to Event-driven Process Chains and Petri nets in 
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order to show their general applicability and to discuss the steps that are necessary in order to 

apply the semantic configuration patterns. We then discuss our contribution, limitations of 

our approach and implications for academia and practice before we close our paper with a 

short summary and outlook. 

2 Motivation and Background 

Our approach targets process configuration especially within the domain of enterprise 

systems for several reasons: 

• First and foremost, ES, as of today, represent a bundle of technical and business 

expertise. This means that an ES cannot be viewed as a piece of technology that can 

be simply contextualised within an organisation. An ES is delivered with a myriad of 

pre-implemented business processes. The delivery of a comprehensive set of pre-

packaged content clearly differentiates enterprise systems from other types of 

information systems. If a specific organisation wishes to support their processes with 

an ES, the standard ES processes must often be adapted. However, due to the 

complexity of the configuration and subsequent software maintenance processes, 

organisations often subscribe to the standard (“vanilla”) set provided by the ES 

(Davenport, 1998; Loonam & McDonagh, 2004). 

• Secondly, ES form the backbone of an organisation. They are considered the norm for 

holistically supporting all operations in an integrated way (Volkoff et al., 2005) and 

for integrating an organisation into a supply chain (Lee et al., 2003). Therefore, in 

essence, an ES is an enormously complex socio-technical system which again 

contrasts it from other process-aware information systems. While this complexity is 

required for the support of organisational operations, it is difficult for organisational 

actors to embrace. The inherent and necessary complexity of ES and their importance 
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also prevents most organisations to build them from scratch. Therefore, configuring a 

pre-implemented ES seems to be the most promising way of achieving the desired 

organisational and managerial support through an information system. 

• Thirdly, the notion of workflow management or process-awareness exists for a 

significant time both in academia and practice (zur Muehlen, 2004). However, within 

the domain of ES, especially large-scale ES, workflow management and process 

awareness is often not explicitly supported. Rather, many processes and procedures 

are coded in user interfaces and application logic with models on top describing the 

underlying processes. As a result the notion of process-awareness needs to be 

promoted and the usability of business process models needs to be enhanced. 

• Fourth and finally, the comprehensiveness of ES requires significant investments 

making the ES selection and adaptation process one of the most costly IT investments 

in many organisations. Consequently, any applied research leading to more efficient 

and effective software configuration processes has a high potential for amortisation 

when applied to ES. 

We therefore argue that it is especially important to consider ES and languages that are used 

in the ES context when examining model-based configuration and proposing an improved 

methodological support. Our results are certainly applicable for other types of process-aware 

information systems that feature a similar degree of complexity and coupling of business and 

technical expertise, but we have explicitly investigated into ES for the reasons given above. 

The concept of ES is subject to academic discussions for several years now. Examples of 

recent contributions (typically under the name of Enterprise Resource Planning – ERP) cover 

among others the definition of ERP (Klaus et al., 2000), critical success factors of ERP 

Systems (Akkermans & van Helden, 2002; Holland & Light, 1999), modelling within the 
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context of ERP (Dalal et al., 2004), and possible future developments of ERP (Markus et al., 

2000). 

Enterprise systems stand at the end of a long development of organisational and managerial 

support systems, which began in the 1950’s (Turban, 1995) building on the concept of 

cybernetics (Ashby, 1956; Beer, 1966; Wiener, 1948; Wiener, 1967; Beer, 1959). Since then, 

in essence, the scope of these applications and the intended user group has been continuously 

extended and the nature of their provision to an organisation has changed. Whereas early 

management support systems such as Inventory Control Systems were intended to support a 

small part of organisational activities and actors, today’s ES target not only all major 

processes within various organisations, but also facilitate the execution of entire industry 

value chains. In addition, the development of a software industry and a sector for enterprise 

applications of a considerable size within this industry led to the provision of pre-

implemented generic solutions that were delivered to organisations. With the advent of large-

scale off-the-shelf ES such as SAP’s R/3 system in the 1990s, an area of potential conflict 

between business and IT arose from the individual nature of organisations and the highly 

generic nature of ES as the most advanced form of off-the-shelf-software (Davenport, 1998). 

Configuration is then seen as a structured process which transforms the generic package into 

a system individualised for the organisation-specific context. 

Significant discussions of alignment or fit reach back at least to the 1980s, when alignment 

was perceived as being increasingly important in a SIM Delphi study (rank 5) (Hartog & 

Herbert, 1986). The IS literature contains, since then, a broad spectrum of contributions on 

alignment (or misalignment) and fit (or misfit) (Reich & Benbasat, 2000; Brown & Magill, 

1994; Segars & Grover, 1998; Chan et al., 1997; Sabherwal & Chan, 2001; Palmer & 

Markus, 2000; Segars & Grover, 1999; Robey et al., 2002; Henderson & Venkatraman, 1999; 

Dennis et al., 2001; Silver et al., 1995; Nelson, 1991; Srinivasan, 1985; Majchrzak et al., 
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2000). Alignment is seen as either a dependent or an independent construct, i.e. alignment 

can be achieved by influencing variables or alignment itself is important as an influencing 

variable for another construct. Contributions of the latter type mainly agree that alignment is 

bound to efficiency gains or is a factor for implementation success. 

Although there is an established body of research on alignment, there remains a considerable 

lack of research on actual methods that help achieving operational alignment within the field 

of Information Systems. Related work mainly resides in the discipline of Computer Science. 

Requirements engineering (elicitation, analysis, and the like) or software engineering are 

seen as approaches leading to the desired computer-based information systems. However, 

alignment research in Computer Science often fails to embrace the variety of approaches in 

management science and organisation theory. Especially symbolic-interpretive (Weick, 1969) 

and post-modern developments (Boje et al., 1996; Chia, 1996) in organisation theory, the 

abandonment of concepts such as rationality (Hirschheim & Newman, 1991; Styhre, 2003), 

the dissolution of organisational and managerial substance (Boje et al., 1996), and the 

abandonment of Simon’s anthropological assumption of human beings as information-

processing systems (Newell & Simon, 1972), requires for re-thinking what the role of 

requirements engineering is and how it can actually be supported. In fact, requirements 

engineering in practice, especially for ES selection and implementation, is significantly 

different from its academic understanding (Rosemann et al., 2005). However, alignment 

research does often not transcend rationality assumptions or a sociology or order (Burrell & 

Morgan, 1979) with consensus as a main theme. Alignment, by nature, is a socio-technical 

task and requirements do not exist per se, but are being socially constructed (Berger & 

Luckmann, 1966). Research on appropriate methodological support for alignment should 

therefore not be mainly in the hands of computer scientists but also requires contributions 

from the IS field (Eijnatten, 1993).  
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In order to develop an intuitive, graphical mechanism for model configuration as part of a 

requirements engineering phase, a layer of conceptual models abstracting from technical 

details and visualising the core processes as supported by the selected system must be added. 

Such a layer of conceptual models must be mutually dependent on the actual system, i.e., 

system or models change accordingly if models or system are configured. The field of 

Business Process Management (Hammer & Champy, 1993; Davenport, 1993; Davenport & 

Short, 1990; van der Aalst et al., 2000) (especially Workflow Management (Dumas et al., 

2005; van der Aalst & van Hee, 2002; Fischer, 2003; Georgakopoulos et al., 1995; Jablonski 

& Bussler, 1996; Leymann & Roller, 1999; zur Muehlen, 2004)) which implies a separation 

of process logic—expressed by means of a process language—from application logic led to 

progress in this respect. It has also, both theoretically and practically, made software more 

flexible. The remaining gap is constituted by a lack of understanding on how to 

systematically adapt process models. Consequently, the question arises how the current 

software configuration process can be made more intuitive and efficient. Our approach 

discusses a model-based way towards configuring processes within ES based on extensions 

of popular process modelling techniques, which is significantly different from current 

practice. 

3 Customising and Configuration 

Configuration of software has been subject to academic discussion for a significant period of 

time (Gibson et al., 1984; Lucas Jr. et al., 1988). Davenport (1998) describes the process of 

configuration as a methodology performed to allow a business to balance their IT 

functionality with the requirements of their business. More specifically, Soffer et al. (2003) 

describe configuration as an alignment process of adapting the enterprise system to the needs 

of the organisation. Especially, if an organisation achieves competitive advantages in 
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enacting a business process in a certain way, it usually does not wish to change this business 

process in order to fit into an enterprise system. In this case, the reference process within the 

enterprise system needs to be changed according to the “real-world” business process. Soffer 

et al.’s approach (2003) allows for implementing process variants based on the values of 

certain attributes. Enterprise system configuration involves setting all the usage options 

available in the package to reflect organisational features (Davenport, 1998). Brehm et al. 

(2001) define nine different change options for enterprise systems from predefined alterations 

(e.g. by marking checkboxes) within the enterprise system to alterations of the program code. 

Holland and Light (1999) argue that a critical success factor of enterprise system 

implementation is to avoid program code changes and wherever possible using predefined 

change options. Becker et al.’s generic approach (2002) features several mechanisms for 

transforming a reference model into an individualised process model. Our research differs 

from the ones outlined here in that we seek generic configuration patterns that arise during 

process model individualisation in order to better understand and guide the process 

configuration. In particular, we build upon the notion of configuration patterns as described 

in (Dreiling et al., 2005), and extend this approach by explicitly separating semantic and 

syntactic configuration patterns. This explains what is necessary to implement such 

configuration patterns. It is primarily necessary for separating business-related configuration 

decisions from their technical execution. Furthermore, this distinction allows us to support 

configuration patterns that are defined from a business perspective within several languages. 

Configuration and customisation are often used interchangeably. Merriam-Webster's 

Collegiate Dictionary defines configuration as the “relative arrangement of parts or elements” 

whereas customising is defined as “to build, fit, or alter according to individual 

specifications” (Merriam-Webster, 2003). With these definitions in mind we can only 

perform re-configuration (alteration of relative arrangement of parts or elements within 
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enterprise systems) or customisation (alteration of enterprise systems in order to meet the 

specification of the enterprise). The latter includes alterations of program code, which we do 

not pursue in our research. For the purpose of this paper, we define (re-)configuration of an 

enterprise system as the process of aligning business requirements expressed as functions, 

information, processes, or organisational structures with generic enterprise systems 

capabilities. For the sake of simplicity we will use the term configuration instead of re-

configuration from here on. 

Especially during process configuration, a simple configuration approach that can be 

described as switching on or off functionality (Bancroft et al., 1998) seems to be 

inappropriate. The SAP’s implementation guide (IMG), for example, includes several 

thousand configuration tables. They define how the system should function, what a 

transaction screen looks like, how many transaction screens there are, or what kinds of 

information a process requires (Bhattacharjee & Ramesh, 2000). However, there is no 

support on how explicit processes (i.e., processes that are represented by a process model) 

can be altered, which is imperative for answering questions such as to how and when should 

a process-related function be configured, and what interrelations a function has with another 

functions in a process context. 

4 Model-based Software Configuration 

It has been argued in the preceding section that there is a pressing need to be able to 

configure conceptual models as a proxy for system configuration tables. The results from this 

phase would be a set of configured conceptual models. The phase of an ES implementation 

project targeted by our approach is called configuration-time (Rosemann & van der Aalst, 

2005). Configuration-time extends the commonly accepted two-stage model of built time and 
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run-time with a preceding step. This step is necessary for our approach for three main 

reasons: 

• ES vendors equip their software with configuration mechanisms to adapt the system 

for a specific customer. If process models are used for configuration, i.e., if process 

models are adapted for a specific customer, these models consequently must 

incorporate such configuration mechanisms. Configuration-time process models differ 

from their build-time counterparts in that they must capture the wholeness of the 

system’s capabilities. During configuration-time the total set of software 

functionality, as expressed by a superset of models, is reduced to the subset of models 

relevant for the organisation. The outcomes of this phase are build-time models, 

which are used as templates for the actual execution of business processes, i.e. run-

time processes. 

• Existing configuration mechanisms in ES highlight the parts of the ES that can be 

changed. SAP, for example, has a specific tool called Implementation Guide (IMG) 

for this purpose. The result of an action performed in the IMG is a built time 

environment that defines run-time instances. The IMG, so to say, is a configuration-

time tool. Transferred to process model configuration, configuration-time is a 

decoupled step that defines a build-time process model, according to which instances 

at run-time will be executed. By incorporating configuration mechanisms into process 

models, vendors are enabled to equip their solutions with a specification tool for 

build-time models. Build-time models are derived in a methodologically assisted way 

as opposed to freely altering them. They remain in a predefined solution space, which 

allows for systematically avoiding configuration errors. ES vendors could furthermore 

be made liable, grant guarantees, and compliance to standards could be ensured. 
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• ES vendors face a continually increasing complexity of their solutions as a result of 

integrating more and more functionality. In the same instance, the market demands 

quick changes to recent trends such as the support of Customer Relationship 

Management, Supplier Relationship Management, or compliance with new 

interoperability standards and legislative requirements. ES vendors have increasing 

difficulties with reacting to such demands if they do not decompose their applications 

into manageable pieces. It becomes meaningful from a software engineering 

perspective to implement configurable cores that can be easily adapted not only by 

the customer, but also by the vendor in order to create, for instance, new industry-

specific solutions. 

We distinguish between semantic configuration patterns, which refer to the content of a 

process model and syntactic configuration patterns, which address syntactic correctness of 

process models. Both types of configuration patterns are described in this section in detail 

and by means of examples. 

4.1 Semantic Configuration Patterns 

Semantic configuration patterns allow for a formalised understanding of how configuration 

occurs from a business perspective and help to identify possible configuration alternatives. 

Semantic configuration patterns are defined as patterns which depict a configuration scenario 

and specify the potential implementation alternatives which can be derived from this pattern. 

Our work is anchored in a subset of the well-known workflow patterns (van der Aalst et al., 

2003).  For a carefully selected set of patterns we examined how they can be made 

configurable.  
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4.1.1 Task Related Patterns 

We have focused on the active parts of processes, i.e., functionality (functions, tasks, 

transitions, and the like) and the control flow. We have not examined the configurability of 

events (or states) as more passive parts of processes since they cannot actively be influenced 

by the organisation in scope. It is the reaction to events that can be influenced and this 

reaction is covered by our work because it is typically an activity within the organisation that 

is being undertaken in order to react to an event. 

We must, for the purpose of this paper, limit the discussion to examples. The discussion of 

the complete set of configuration patterns based on the workflow patterns would exceed the 

length of this paper and is furthermore not necessary in order to make our argument. We 

want to show that pattern-based approaches help to understand process configuration and can 

be used to guide process configuration. We discuss in more detail four semantic patterns that 

are sufficiently different from each another. This will show the variety of decisions that can 

be made during process configuration from a business perspective. For two of them, we will 

then focus syntactic aspects, when it comes to concrete language support. Again, the two 

chosen ones are sufficiently different from each other in terms of their technical realisation in 

order to depict our approach. 

In light of the configurability of tasks, the first pattern called optionality is foundational and 

the most critical. During configuration-time, a task can be declared configurable by allowing 

switches on, off or optional choices to be made. If a task is switched on during configuration-

time, it will remain in the build-time model. Hence, all instances of this process during run-

time will include this specific task. If a task is switched off, then it will be permanently 

removed from the build-time model and with it from all instances at run-time. If a function is 

deemed optional, the decision about its execution is postponed to run-time where it is made 

on a case-by-case basis. Table 1 illustrates this pattern. We did not choose a specific 
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modelling technique in order to highlight the generalisability of our approach. The 

application of this pattern within specific modelling techniques will be discussed later in this 

section. 

Table 1 approximately here 

The configuration decision of any configurable task must be examined in a broader context. 

Thus, the closely related semantic pattern of sequence inter-relationships is founded on the 

principle that two or more functions may be dependable on each other during configuration. 

The resulting dependency is called a relationship. This relationship can be either mutually 

exclusive or mutually dependent. In case of a mutually dependent relationship, all tasks of the 

relationship must be selected in the same consistent way during configuration-time. For 

instance, two mutually dependent tasks A and B must either both be switched on or off. 

Mutually exclusive tasks must be configured opposite to each other. In the case of two tasks 

A and B, A must be switched on if B is off, and vice versa. As in the first two patterns, the 

decision might be deferred to run-time. In this case the build-time model must leave the 

decision as to whether switching a task on or off open. Mutual dependency and exclusiveness 

between tasks must then be ensured at run-time. Table 2 is an illustration of the semantic 

configuration pattern of sequence inter-relationship. 

Table 2 approximately here 

In some cases, the order of execution for a number of tasks within a process can be 

configured. This leads to the semantic configuration pattern of interleaved parallel routing. If 

an arbitrary sequential order of execution of a number of functions is allowed during build-

time, i.e., if no semantic interrelationship exists between the tasks that is influenced by the 

order in which they are executed, the decision about the order of execution of these tasks is 

left open at configuration-time. In certain cases it might be necessary to defer the decision 

Page 14 



about this order even to run-time. The set of functions must then remain within the build-time 

model. The semantic configuration pattern of interleaved parallel routing is depicted in Table 

3. 

Table 3 approximately here 

4.1.2 Control-flow Related Patterns 

The semantic configuration pattern of parallel split is the first of a series of control-flow-

related patterns. It is focused on capturing configuration alternatives at instances where the 

AND connector is configurable. The only important implication in this case is the number of 

outgoing branches of the configured AND connector. This means that the connector itself 

must remain an AND connector with at least two outgoing branches, but further outgoing 

branches from this connector can be removed. Conversely, the pattern synchronisation 

handles the merging of branches from the configurable AND connector. As with the 

corresponding split, the connector itself cannot be changed but incoming arcs can be 

removed. The semantic configuration pattern of exclusive choice explains the instances where 

an XOR can be modified during configuration-time. This pattern caters for the possible logic 

that can be derived from a configurable XOR connector. Its corresponding pattern of simple 

merge focuses on the merging that happens on a configurable XOR connector. The final 

pattern that handles a connector is multi choice. This pattern captures the configuration 

alternatives found in a configurable OR split. As a result, this pattern can potentially support 

an OR, AND, XOR, and individual sequences during build-time. Table 4 illustrates the three 

splitting patterns, showing configurable alternatives and their build-time sequences. The 

corresponding join connectors lead to the same population of Table 4 highlighting the 

reversing joins for the splits. 

Table 4 approximately here 
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4.2 Syntactic Aspects of Configuration 

The semantic configuration patterns defined above are not language-specific. In order to 

actually apply the semantic patterns during configuration, they need to be embedded in a 

specific modelling technique. As examples, we discuss the application of semantic patterns to 

two popular process modelling languages, Event-Driven Process Chains (EPCs) and Petri 

nets. We will elaborate why in the case of EPCs it is meaningful to define syntactic patterns 

for explaining the configuration alternatives of business processes expressed in this language. 

In the case of Petri nets we apply a different approach which uses two steps: one step to 

obtain the desired logic and another step to clean up the model (using reduction rules). The 

examples show that the steps involved in transforming a lawful configurable business process 

model into another lawful configured one are significantly different for alternative languages. 

Moreover, some semantic patterns are not necessarily expressible within certain languages. 

Therefore, our approach can also potentially be used to evaluate the suitability of a process 

modelling language to be enhanced to a configurable process modelling language. 

4.2.1 Syntactic Patterns for Lawful Event-Driven Process Chain Configuration 

Event-Driven Process Chains (EPCs) (van der Aalst, 1999; Scheer, 2000) became popular 

with the success of the modelling solution ARIS and the use of EPCs for the documentation 

of SAP-enabled business processes. EPCs are perceived as being more useful from a business 

perspective than from a technical perspective because they have been designed with an 

intuitive notation in mind, and do to cater, in contrast to Petri nets, for executability. The 

missing formal semantics of EPCs have been identified as a problem and several attempts 

have been made to establish formal semantics for EPCs in retrospect (e.g., Kindler, 2004). 

Nevertheless, due to the informality of an EPC’s semantics, the process models are kept very 

simple and can be understood relatively easy. 

Page 16 



Within EPCs, events and functions occur strictly alternately. The alternation of functions and 

events may be extended using connectors (splits and joins). In-between an event and function 

there may be connectors specifying the routing logic. Splits (AND, XOR, OR) may require 

for a decision as to which branches are being executed. This decision is made by the function 

before the split and thus, no event is allowed to be preceded by an OR or an XOR split. 

The semantic pattern of optionality requires for switching tasks on, off, or optional. Resulting 

from the decision made in an optionality scenario, changes to other parts of an EPC may be 

necessary, which results from the semantic pattern sequence inter-relationships. Both of 

these semantic patterns are addressed in the following discussion. 

Tasks in EPCs are resembled by functions. In order to enable correct atomic configuration 

steps that consist of a semantic decision and a subsequent syntactical clean-up, event(s) must 

be removed from an EPC along with functions because otherwise events would follow each 

other, leading to syntactically incorrect EPCs. Table 5 presents a configurable function (one 

that can be switched in accordance with the semantic pattern of optionality) in all of its 

lawful environments. It must be both preceded and succeeded by an event, a split or a join 

leading to nine different syntactic configuration patterns for the semantic pattern of 

optionality within EPCs. 

Table 5 approximately here 

We use the example of the syntactic pattern EFE (a configurable function (F) is preceded and 

succeeded by an event (E)) in order to show the next necessary step for a deeper 

understanding of EPC configuration. In this example (depicted in Table 6), there are several 

configuration options. The configuration decision of leaving the function within the process 

leads to transforming the configurable function into a non-configurable function and both the 

preceding and succeeding events remain within the process. 
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Table 6 approximately here 

The second group of decisions is concerned with switching off the configurable function 

(function A). A connection of two successive events is syntactically incorrect. Therefore, one 

configuration option removes the preceding event (EP) along with the function, one 

configuration option the succeeding event (ES), and the third one removes both events (ES 

and EP) and replaces them with a new one (X). This last option, of course, is not a purely 

syntactic decision, since the new event (X) is semantically different from the previously 

existing ones. However, a user configuring a process model must have this option in case the 

process after configuration would not make sense semantically with either one of the two 

original events. 

The third set of configuration alternatives defers the decision as to whether switching a 

function is switched on or off to run-time where it is made on a case by case basis. This 

requires for a split of the process branch before the function (A) and a join after it with the 

second branch excluding the function. The syntactic restrictions of EPCs lead to four 

different configuration options with variations depending on the direct environment (i.e., one 

step behind and ahead in the process) of the configurable function. Variant 1 splits before the 

preceding event (EP) of the configurable function and rejoins immediately after it (A). The 

split in this variant, as in the following ones, must be of type XOR, because it must show at 

build-time that there are two distinct possibilities at run-time with either executing the 

function or not. Variant 2 also splits before the preceding event (EP) of the configurable 

function, but it rejoins after the succeeding event (ES) of the same function. This variant 

requires a new (artificial) event (EX) because otherwise the alternative process branch of the 

configurable function would include two functions following each other which is 

syntactically incorrect. Variants 3 and 4 are problematic because they split before the 

configurable function (A), hence after its preceding event (EP). Since the split must be an 
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XOR, it must not succeed an event. This syntactic rule denotes that the decision as to which 

process branch will be performed must be made by a function and cannot be made by an 

event. However, we included these variants for completeness purposes and also because this 

syntactic rule is more of an informal nature than of a formal one. Variant 3 rejoins after the 

succeeding event (ES) of the configurable function and variant four immediately after it. 

Variant 4 requires for an artificial (empty) function (A’) as an alternative to the configurable 

one (A), because without this artificial function the alternative branch to the one including 

the configurable function would directly combine two events with each other which would be 

syntactically incorrect. 

The configuration alternatives for the remaining EPC syntactic configuration patterns from 

Table 5 are constructed in a similar way. We examined the lawful environments of the 

configurable function and constructed configuration alternatives for all combinations of 

predecessors and successors. In general, the configuration alternatives look more complicated 

because of the splits and joins but are similar in principle. They switch-off or switch-optional 

preceding or succeeding sets of events. However, as already mentioned we cannot discuss 

them in detail here. 

Some syntactical patterns require for a second syntactical configuration step in order to 

perform meaningful configuration. This necessity arises from the possible wider 

environments in which some of the syntactic patterns are embedded. Our configuration 

approach explicitly does not remove a process branch if all of its elements are removed. This 

leads to shortcuts from a split to a join. We argue that—for syntactic configuration—it is 

illegitimate to remove such a shortcut because this would constitute a semantic change. 

Hence, the shortcut remains and typically leads therefore to no problems with removing 

connectors if the content of a branch has been removed. Despite from this, Table 7 depicts 

two scenarios, where the examination of the wider environment of two syntactic patterns 
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becomes necessary. The patterns of EFJ and SFE can be in an environment where the 

configurable function is in one of two branches and the second branch already is a shortcut 

between the connectors that frame the configurable function. In this case, we must look one 

additional step ahead or back in order to be able to detect such a situation. It is obvious, that 

in such a case we need to remove the branch and with it the framing connectors because 

otherwise there would be two shortcuts between the same set of connectors which would be 

meaningless. 

Table 7 approximately here 

The connector-related semantic patterns need to be handled differently from the function-

related ones in terms of their syntactically correct application within a modelling language. 

As an example, we use well-structured EPCs (every split has a corresponding join) and 

discuss the case of a configurable OR split that divides the process into n branches and 

rejoins them later via a configurable OR join. The configuration options are a logical subset 

of the different behaviours an OR can express, hence, the OR option itself, the XOR, and the 

AND. The OR and XOR options would defer the decision as to which branch to execute at 

run-time. If at build-time a decision for one of the branches can be made, the configuration 

option would be to decide for a sequence of this branch in the context of its preceding and 

succeeding process segments. Table 8 depicts these configuration options. It is furthermore 

necessary to consider the predecessor of the configurable OR join. As already mentioned, one 

of the informal rules of EPCs is that an XOR and OR split must not succeed an event. Hence, 

if a configurable OR is placed after an event the OR and XOR configuration options must be 

enhanced by adding an artificial decision function before the split and artificial reacting 

events for the decision function directly after it. 

Table 8 approximately here 

Page 20 



4.2.2 Graph Reduction for Lawful Petri net Configuration 

The classical Petri net model was one of the first models adequately describing concurrency 

(Desel & Esparza, 1995; Murata, 1989; Reisig & Rozenberg, 1998). It is a simple, but also 

rather expressive, language consisting of just two objects: places and transitions. Places can 

be connected to transitions and transitions can be connected to places. Together they form a 

directed graph. One can think of places as being passive and transitions as being active.  The 

state of a Petri net, also named marking is determined by the distribution of tokens over 

places. At any point in time a place contains a given number of tokens. Transitions consume 

tokens from their input places and produce tokens for their output places. To be more precise, 

we need to introduce two concepts: enabling and firing. A transition is enabled if each of its 

input places contains at least one token. Enabled transitions may fire. Firing a transition 

implies the removal of one token from each input place and the addition of one token to each 

output place. This way the state of the Petri net can change while its network structure is 

fixed. 

Petri nets are graphical and have formal semantics. This allows for intuitive models and a 

wide variety of analysis techniques. Although few modelling tools and information systems 

directly apply Petri nets, the fundamental ideas in Petri nets have been adopted by many 

languages and commercial systems such as COSA, Protos, Income, and Baan-DEM. Note 

that for example the EPCs discussed in the previous section have been inspired by Petri nets. 

In order to apply the semantic configuration patterns introduced above to Petri nets, we must 

discuss the impact of the configuration choices proposed by the semantic patterns for the 

syntactic validity of Petri nets. We will do this in terms of syntactic patterns similarly to the 

EPC discussion and furthermore use reduction rules to transform configured Petri nets into 

smaller ones. The reduction rules simplify the resulting Petri net without changing the 

tangible behaviour. 
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Let us first consider the pattern of optionality. Tasks in a Petri net are represented by 

transitions. Transitions are represented by squares. To indicate that they are optional at 

configuration-time, they are shown using thick lines. In Table 9, the transition on the left is 

optional. If the transition is configured "on", then the transition is replaced by a normal 

transition. If the transition is configured "off", then the transition is replaced by a so-called 

silent transition. Silent transitions are transitions that do not represent tasks but that are 

merely added for the routing of tokens. To indicate that a transition is silent, it is labelled 

with τ. If the decision is postponed until run-time, there is a choice between a transition 

representing the task (i.e., A) and a silent transition (i.e., τ). Note that a place with multiple 

output arcs represents a choice, i.e., if both input places contain one token then both A and τ 

are enabled. However, if one of them fires, the other one is disabled. This way it is enforced 

that exactly one of the two is executed. 

Table 9 approximately here 

Table 9 shows that it is easy to represent the first configuration pattern in terms of Petri nets. 

However, this may lead to the addition of many silent transitions making the model 

unreadable. Fortunately, we can apply so-called reduction rules to get rid of superfluous 

silent transitions. We propose the τ-reduction rules shown in Table 10. These rules are 

inspired by (Verbeek et al., 2004; Desel & Esparza, 1995; Murata, 1989), however, unlike the 

classical rules they differentiate between silent and non-silent transitions. The first rule shows 

that a transition connecting two places may be removed by merging the two places, provided 

that tokens in the first place can only move to the second place. The rules are self-

explanatory. However, when applying the rules one should clearly differentiate between 

silent and non-silent transitions. For example, in the fourth rule at least one of the transitions 

should be silent; otherwise the rule should not be applied (as indicated). The τ-reduction rules 

shown in Table 10 do not preserve the moment of choice and therefore assume trace 
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semantics rather than branching/weak bisimulation. In this paper, we do elaborate on this and 

simply refer to (van der Aalst & Basten, 2002) for a more detailed discussion of the various 

notions of equivalence in the context of (workflow) processes. For this paper, trace semantics 

with silent tasks suffices. However, for more advance applications involving automated 

support, a more refined notion is needed. 

Table 10 approximately here 

Table 11 shows the syntactical Petri-net-based pattern for Parallel Split and Synchronisation. 

Again we use thick lines to indicate the configurable parts. Note that the patterns are similar 

to EPCs. The main difference is that there are no explicit AND-split and AND-join 

connectors. In a Petri net, a single transition can act as an AND-split and AND-join. 

Table 11 approximately here 

Table 12 shows the syntactical Petri-net-based pattern for Exclusive Choice and Simple 

Merge. Again we use thick lines to indicate the configurable parts. Note that a single place 

can act as an XOR-split and XOR-join. If the configuration decision is "XOR", the whole net 

is copied. Again we allow for selecting a subset of all possibilities. In the extreme case 

(sequence), only one possibility remains. The latter case is presented by the right most Petri 

net in Table 12. 

Table 12 approximately here 

Compared to EPCs, AND/XOR-splits and joins are very simple; they directly correspond to 

transitions and places and there is no need to introduce additional connectors. Unfortunately, 

it is more difficult to model OR-splits (Multi Choice) and OR-joins (Synchronising Merge) 

as shown in Table 13. 

Table 13 approximately here 
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To explain the Multi Choice and Synchronising Merge patterns in terms of Petri nets, we 

assume (for simplicity) that there are two tasks (or sub-processes) A and B. There are three 

possibilities: (1) just A is executed, (2) just B is executed or (3) both A and B are executed. 

In an EPC it suffices to simply use OR connectors. This may lead to semantic problems as 

mentioned before. Therefore, it needs to be specified in more detail in a Petri net as shown in 

Table 13. There are three split (sA, sB, sAB) and three join (jA, jB, jAB) transitions. These 

transitions need to be connected through additional places to ensure that e.g. sAB is not 

followed by jA and jB instead of jAB. If one understands the left-most un-configured Petri net, 

it is easy to understand the configured Petri nets on the right. 

5 Discussion 

The preceding section has introduced semantic and syntactic configuration patterns that in 

conjunction allow for transforming a semantically meaningful and syntactically correct 

process model base into another model base that is semantically meaningful and syntactically 

correct. Semantic configuration patterns are language-independent and refer to the semantic 

consequences of a model decision on model base. Syntactic configuration patterns, in a 

second step, re-establish syntactical correctness that may have arisen while a semantic 

configuration pattern was applied. This section discusses our contribution, its limitations and 

its implications for research and practice. 

5.1 Contributions 

We have argued in the beginning of this paper that a layer of conceptual models bound to 

enterprise system functionality is necessary in order to facilitate a more intuitive ES 

configuration process. We have also argued why an extension of the two-stage model of 

build-time and run-time is necessary in order to specify build-time models which remain in a 

predefined solution space. 
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The combination of semantic and syntactic configuration patterns transfers and extends the 

idea of ACID transactions (atomicity, consistency, integrity, durability) known from database 

management to model configuration. In the first step, a configuration decision is examined 

towards its semantic impact on the remaining model base. All semantic consequences are 

taken into account and are handled appropriately in the way exemplarily described in the 

previous section. In a second step a syntactic clean-up re-establishes syntactic correctness of 

the model base. 

The introduced configuration patterns do not only contribute to the body of knowledge on 

configuration in that they highlight which situation can occur during configuration, but also 

add description to the business process. Semantic configuration patterns establish a link 

between different parts of a process model that are not evidentially connected by control or 

data flow or other means. In that they provide an additional layer of description of a business 

process that did not exist before. 

Furthermore, we argued that from a vendor perspective, the implementation of configurable 

cores is meaningful as a tool for handling increased solution complexity. Many aspects of an 

ES can be implemented by the vendor once and then applied within a certain situation. A 

certain business process can, for instance, look different in two different countries due to 

legal requirements. In such a case it can be meaningful to implement a generic business 

process and add configuration rules for the two different countries as opposed to providing 

different hard-coded solutions for the two countries. If a third country is added, the 

configuration rules for this country must be defined as opposed to implementing yet another 

solution. The same applies for industries and corresponding industry-specific solutions and 

other examples where generic solutions can be configured. 
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5.2 Limitations 

Several decisions limit our contribution and need to be discussed. First and foremost, we 

chose to examine configuration of tasks (or functions or actions) as active parts of business 

processes as opposed to events. We implied that a process can be conceived of as a complex 

event-reaction pattern and that it is mainly the actions that an organisation can influence. In 

this conception an event is something that just happens outside of or within the organisation 

and the organisation must decide on how to react to it. However, this is not necessarily the 

only way of addressing process model configuration. It is also possible to examine 

configurability of events. An organisation may as well define a certain amount of escalation 

guidelines and define in a second step to which events these escalation principles constitute 

reactions to. We still think that the majority of configuration decisions within ES rather refer 

to the active parts of the process. Moreover, some process modelling techniques do not even 

consider the notion of events but just focus on the task flow of a process. In this respect we 

believe that we provided a more generically applicable approach. However, we acknowledge 

that this will only solve the problem of process model configuration to a certain extend. We 

will focus on event configuration in our future work. 

Another limitation arises from the fact that we use the paradigm of fixed build-time models. 

Some authors believe that this already limits organisational reality to an illegitimate extent 

because the process changes mainly occur during run-time (e.g., Bernstein, 2000). While we 

readily acknowledge this limitation we nevertheless point to the areas of applicability. Many 

processes within ES are absolutely fixed over quite a significant period as a reaction to legal 

requirements, organisational values or the like. Nevertheless, they must be implemented in 

the first place and this is where our suggestions contribute. Processes that are subject to 

frequent change may escape our contribution. 
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5.3 Implications 

Several implications for research stem from our discussion. Alignment between business and 

IT has been a research topic for within Information Systems and Computer Science for many 

years (examples include Reich & Benbasat, 2000; Brown & Magill, 1994; Segars & Grover, 

1998; Chan et al., 1997; Sabherwal & Chan, 2001; Palmer & Markus, 2000; Segars & 

Grover, 1999; Robey et al., 2002; Henderson & Venkatraman, 1999; Dennis et al., 2001; 

Silver et al., 1995; Nelson, 1991; Srinivasan, 1985; Majchrzak et al., 2000). However, 

research in the area of conceptual modelling as a means for bridging the gap between 

business and IT has widely ignored the context of large off-the-shelf-solutions such as 

enterprise systems. The methodology proposed in this paper provides just one example for 

the additional or at least different requirements of such software solutions. In the chosen 

context, enterprise systems, configuration is a common activity within many organisations. 

However, many comprehensive ES packages only insufficiently allow lifting this task to a 

level, were non-technical staff of an organisation can be involved as well. We proposed a 

method that caters for configuration at a model-level. ES vendors are continuously setting the 

stage for model-driven process configuration. Academia should respond and put more 

emphasis on investigating issues with conceptual models in turn. It has been argued that 

relevance is vital within IS research (Applegate, 1999; Davenport & Markus, 1999; Benbasat 

& Zmud, 1999; Lyytinen, 1999), and in the case of model-driven configuration ES vendors 

continually provide relevance (e.g., SAP's (2004) Enterprise Service Architecture strategy). 

This paper hopefully stimulates the research community in the domain of conceptual 

modelling to further explore the application and adaptation of existing modelling techniques 

and methods in the context of enterprise systems. Several research projects build on our 

work. Event-based process configuration as opposed to function-based process configuration, 
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technical support for the conceptual ideas, or empirical studies as to how usable the concepts 

outlined here are in large real-world settings are just a few examples. 

In terms of implications for practice, the proposed methodology has potential for significant 

“real world” impact as it provides a reasonably pragmatic approach towards a model-based 

configuration process. The increased interest of large enterprise systems vendors such as SAP 

and Oracle to convert their solutions into more process-aware information systems including 

a decoupling of processes from the application layer provides fertile ground for an increased 

demand for such model-based configuration methodologies. Furthermore, the idea of 

configurable models can also be applied to a wide range of available reference models such 

as eTOM, ITIL or SCOR. 

6 Conclusions & Outlook 

Enterprise systems provide a wide range of pre-defined solutions for typical intra- and inter-

organisational business processes. Appropriate process variants have to be derived from this 

set of processes during the system configuration process. As such, the adoption of off-the-

shelf solutions can be seen as a materialisation of the alignment process, in which IT 

solutions of strategic importance are configured so that they correspond to the business. The 

current practice of this alignment process largely relies on expensive external resources. 

It has been proposed in this paper to utilise extended business process models for a more 

intuitive and structured configuration process. Various configuration patterns have been 

presented and exemplary insights into the challenge of deriving syntactically correct models 

have been given. By contrasting those patterns in two popular modelling techniques, i.e. 

Event-driven Process Chains and Petri nets, it became clear how different the requirements 

for supporting these patterns can be.  
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Our future research has three main directions. First, we will work on further developing and 

empirically testing notations for visualising configuration patterns. Second, we will extend 

the focus on a configurable control flow by studying configurability of related data and 

organisational entities. Third, we will explore how configurable models can be derived by 

mining enterprise systems. 
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9 Figures and Tables 
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Configuration 

Decision 
“switched off”

Build-time Configuration 
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Table 1. Configuration Pattern of Optionality 
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Configuration Pattern Sequence Inter-
Relationship
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Table 2. Configuration Pattern of Sequence Inter-relationship 
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Configuration 
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Parallel Routing
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Table 3. Configuration Pattern of Interleaved Parallel Routing 
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Configuration Pattern 
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Table 4. Semantic Configuration Patterns of Parallel Split, Exclusive Choice, and Multi 
Choice  
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Table 5. Syntactic EPC Pattern as a result of all lawful contexts of a configurable Function A 
within an EPC 
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Table 6. Configuration Decisions (Choices) for Syntactic EPC Pattern EFE 
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Table 7. Possible Contexts of Syntactic Configuration Patterns EFJ and SFE 
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Semantic Patterns 
in an EPC 

environment
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Table 8. Configuration Decisions for Semantic Patterns Multi Choice/Synchronisation, 
Exclusive Choice/Simple Merge, and Parallel Split/Synchronisation 
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Table 9. Petri-net-based Configuration Semantic Pattern of Optionality 
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Table 10. Reduction Rules for Removing Silent Steps in Petri Nets 
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Semantic Patterns 
of Parallel Split 

and 
Synchronization 

in a Petri Net 
Environment
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Table 11. Petri-net-based Configuration Patterns for Parallel Split and Synchronisation 
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Table 12. Petri-net-based Configuration Patterns for Exclusive Choice and Simple Merge 
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Semantic Patterns of Multi 
Choice and Synchronizing Merge 

in a Petri Net Environment
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“Sequence i”
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Table 13. Petri-net-based Configuration Patterns for Multi Choice and Synchronising Merge 
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