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Abstract. Today’s workflow management systems (WfMSs) offer work-
items to users through specific work-lists. Users select the workitems they
will perform without having a schedule in mind. However, in many envi-
ronments work needs to be scheduled and performed at particular times.
For example, in hospitals many workitems are linked to appointments,
e.g., a doctor cannot perform surgery without reserving an operating
theater and making sure that the patient is present and ready. One of
the problems when applying workflow technology in such domains is the
lack of calendar-based scheduling support.
In collaboration with the Academic Medical Center (AMC), a large hos-
pital in the Netherlands, we developed a schedule-aware WfMS that
supports the seamless integration of unscheduled (flow) and scheduled
(schedule) tasks. However, before deployment of the resultant system in
the hospital, a seamless integration with AMC’s running healthcare pro-
cesses needs to be guaranteed. Therefore, for a large and complex health-
care process, we apply computer simulation to validate and to investigate,
for different configurations of the system, the operational performance
for a selected healthcare process when supported by the schedule-aware
workflow management system. One of the important characteristics of
our approach is the tight coupling between the simulation model and the
actual implemented system. While performing simulation experiments,
parts of the system may be simulated using CPN Tools while connected
to the actual system components. Our simulation experiments demon-
strate that the developed schedule-aware WfMS can be safely applied in
the AMC hospital.

Keywords: workflow management, healthcare, scheduling, simulation

1 Introduction

Hospitals in many countries are facing increasing pressure to increase produc-
tivity and reduce costs [17]. This is due to an increase in medical complexity
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with an increasing need for high quality healthcare services. In this way, high
patient service levels are becoming increasingly important. It is believed that
healthcare process measures and standards should focus on three aspects: ef-
fectiveness, efficiency, and quality [31]. An important patient related measure
in this context is the average waiting time for an appointment in a hospital,
e.g. to see a doctor or to undertake a diagnostic test. The effective execution
of these kinds of tasks is often tied to the availability of specific resources. In
order to guarantee the efficient utilization of resources and to ensure low waiting
times, an appointment-based approach is typically utilized for scheduling the
tasks performed by these resources. Often, the scheduling of these appointments
is undertaken on a manual basis without having a clear view or being unaware
of the necessary prerequisite tasks.
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Fig. 1. Running example (at the left-side) showing schedule (S) and flow (F) tasks.
The organizational model at the bottom models the roles played by people in the orga-
nization. The prefix “d:” indicates in minutes the average time needed for performing
the task and prefix “r:” indicates which roles are necessary to perform the task. From
each associated role, exactly one person needs to be assigned to the task. For both
schedule tasks, indicated by the character “P” in the top right corner of the task, the
patient is also required to be present.

To illustrate this problem, consider the hospital process for the treatment
of a patient as shown in Figure 1. First a nurse enters the patient data into
the system. Next a radiotherapy session takes place which is undertaken by
a radiotherapist and a nurse. After the radiotherapy session, a radiotherapist
needs to make a report about the radiotherapy that was given (task “make
report”). In parallel, a nurse prepares the documents for the patient (task “make
documents”). When these tasks have been completed, a doctor evaluates the

Page 3 of 36 Simulation: Transactions of the Society for Modeling and Simulation International

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

3

results of the radiotherapy session (task “consultation”). Figure 1 also shows
the corresponding organizational model which specifies the roles being played
by various people in the organization.

From the example, it becomes clear that two kinds of tasks exist. The tasks
indicated with an “F” in the figure can be performed at an arbitrary point in
time when a resource becomes available once they are allowed to be executed.
These tasks are called flow tasks. The tasks indicated with an “S” in the figure
are called schedule tasks as they are performed by one or more resources at a
specified time. For example, the “give radiotherapy” task can only be performed
when a radiotherapy device is reserved and a radiotherapist and an assistant are
present. Moreover, the patient also needs to be present.

For a consultation task (see last schedule task in Figure 1), it may be the case
that a doctor finds out during the appointment that the results of some earlier
diagnostic tests or treatments are missing. As a consequence, a new appointment
needs to be made. So, for the most effective scheduling of appointments it is
important that the whole workflow is taken into account thereby guaranteeing
that preceding tasks can be performed on time. By doing so, unproductive time
for resources, due to a canceled appointment, is avoided.

In this context, Workflow Management Systems (WfMSs) are an interesting
vehicle as, based on a corresponding process definition, it supports processes
by managing the flow of work such that individual workitems are performed
at the right time by the proper person. Contemporary WfMSs offer workitems
via worklists which show available workitems. At an arbitrary point in time,
a workitem can be selected by a person from this list in order to perform the
associated task.

However, an important limitation of existing WfMSs is revealed when apply-
ing this technology in a healthcare context. The effective execution of healthcare
processes relies heavily on the efficient scheduling of appointments of scarce re-
sources (e.g. doctors). This suggests that there is a need to integrate WfMS with
scheduling facilities so that both schedule and flow tasks are supported, called
a schedule-aware WfMS. In addition to the classical work-list functionality, the
concept of a calendar is also used for allocating work to healthcare practitioners.
Therefore, in this paper, we present a comprehensive conceptual model capable
of serving both as a specification and simulation model for the application do-
main. So, the conceptual model can be used as a specification for the subsequent
realization of the system.

The modeling and development of the schedule-aware WfMS was undertaken
in conjunction with the Academic Medical Center (AMC), a large hospital in the
Netherlands. In the AMC, there are many patient-centered, critical processes for
which continuous operation must be guaranteed. Therefore, the introduction of
a new technology system requires a seamless integration with the running oper-
ational processes of the hospital. For the AMC, it is of the utmost importance
that the operational performance of a healthcare process, when supported by the
schedule-aware WfMS, needs to be at least as good as the operational perfor-
mance of the process executed in real-life. Moreover, instead of validation only,
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it is important to asses the impact on the operational performance for different
configurations of the system. For example, the hospital might want to change
the way appointments are scheduled or add more capacity for seeing patients.

However, an additional important goal is the deployment of the realized
system in the AMC. So, this means that we are looking after the validation
of the operational performance of the realized system and its impacts on the
operational performance for different configurations of the system.

To address these kind of issues, we focus on the use of computer simulation to
gain insight into the operational performance of the developed and implemented
schedule-aware WfMS. The strength of simulation is that it can be used to
evaluate systems, but also to evaluate alternative configurations of a system. In
this way, it allows for a “what-if” analysis.

In order to be able to perform simulation experiments, the following ap-
proach will be pursued. Initially, to understand how a WfMS can be extended
with scheduling facilities, we have developed a conceptual model, in terms of
a CPN model [18], which is a complete and formal specification of such a sys-
tem. As the conceptual model is realized in CPN Tools, it can be executed,
simulated, and analyzed. In order to realize the functionality contained in the
conceptual model, we incrementally mapped it to an operational system based
on off-the-shelf software components and applications available. Using both the
CPN conceptual model and the prototype implementation, we can “easily” re-
place one or more components in the CPN by their realizations. In order to
do this, the simulated components in CPN Tools are connected to the corre-
sponding components in the actual system. As CPN models can also be used
for simulation-based performance analysis, parts of the system can be simulated
while being connected to the actual system components. This approach allows us
to investigate the impact of a WfMS augmented with scheduling facilities while
being connected with the actual system components.

The remainder of this paper is organized as follows: in Section 2 we introduce
our conceptual model and explain how a WfMS can be augmented with schedul-
ing facilities. In Section 3 we outline the simulation experiments that will be
performed and explain how they are performed using the conceptual model and
the prototype implementation. Section 4 discusses related work. In Section 5 we
provide a discussion on the simulation model and the performed experiments.
Section 6 concludes the paper.

2 Workflow Management Systems and Scheduling

In this section, we elaborate on how a WfMS can be augmented with scheduling
facilities. First, some concepts need to be introduced. Then, we describe the
conceptual model and present the design of a WfMS augmented with scheduling
facilities. Note that the concepts that will be introduced in the next section
are needed in order to augment WfMSs with scheduling facilities. However, in
Section 3, in which the simulation model will be discussed that is going to be used
for the simulation experiments, additional empirical notions together with the
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relevant data are introduced. Thee notions are needed for performing simulation
experiments.

2.1 Concepts

We assume that the reader is familiar with basic workflow management con-
cepts, such as case, role, and so on [2]. Using the process model shown in Figure
1, we will show how a workflow language can be integrated with scheduling
functionality.

As already indicated, a distinction is made between two kinds of tasks. A flow
task is performed at an arbitrary point in time when a required resource becomes
available (typically as soon as possible). As only one resource is needed, it is
sufficient to define a single role for each of them3. These tasks can be presented
to the user using the standard work-list facility in a WfMS. For example, for
the flow task “make documents” the work may either be performed by “Sue” or
“Rose”.

In contrast, schedule tasks are performed by one or more resources at a
specified time. As multiple resources can be involved, with different capabilities,
it is necessary to specify which kinds of resources are allowed to undertake the
task. Multiple resources may be defined for a schedule task where for each role
specified, only one resource is involved in the actual performance of the task. For
example, in Figure 1, the schedule task “give radiotherapy” may be performed
by “Jane” and “Rose”, but not by “Sue” and “Rose”. Note that a resource
involved in the performance of a schedule task may also be a physical resource
such as medical equipment or a room. In this way, for them a separate role may
be specified. Furthermore, for a schedule task, the patient may also be involved
which means that the patient is also considered to be a necessary resource for
these tasks. Note that the patient is not involved in the actual execution of the
task but is a passive resource who needs to be present whilst it is completed.
For this reason, the patient is not added to any of the roles for the task, nor is
the patient defined in terms of a separate role. Instead, it is sufficient to identify
for which schedule tasks the patient needs to be present so that the availability
of the patient can be taken into account when making appointments.

For presenting the appointments made for schedule tasks to users, the con-
cept of a calendar will be used. More specifically, each resource will have its own
calendar in which appointments can be booked. Note that each patient, who is
considered a passive resource, also has its own calendar. An appointment either
refers to a schedule task which needs to be performed for a specific case or to
an activity which is not workflow related (e.g. playing basketball). An appoint-
ment appears in the calendars of all resources that are involved in the actual
performance of the associated task. Note that an appointment for a schedule
task for which a workitem does not yet exist, can be booked into the calendar
of a resource. However, when the workitem becomes available it has already

3 There also exist approaches for which more roles may be defined for a flow task, but
this is not the focus of our work.
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been determined when it will be performed and by whom. Note that sometimes
workitems need to be rescheduled because of anticipated delays in preceding
tasks.

In order to be able to determine at runtime the earliest time that a schedule
task can be started, information about the duration of every task needs to be
known. For example, in Figure 1, for each task the average duration is indicated
by prefix “d:”. For example, the task “physical examination” takes 60 minutes
on average. Note that the duration of a specific task can be described by a
probability distribution.

2.2 System Design

The conceptual model which defines the exact behavior of a WfMS augmented
with scheduling facilities is defined in terms of a CPN model which can be exe-
cuted in CPN Tools [18]. CPNs provide a well-established and well-proven lan-
guage suitable for describing the behavior of systems exhibiting characteristics
such as concurrency, resource sharing, and synchronization.

Formalizing a system using CPNs offers several benefits. First of all, build-
ing such a net allows for experimentation. So, the model or parts of it can be
executed, simulated and analyzed which leads to insights about the design and
implementation of the system. Second, a complete model of the system allows
for testing parts of the system that are implemented. Given that a CPN con-
sists of several components, we can “replace” one or more components in the
CPN by the concrete implementation of these components by making connec-
tions between the CPN model and software which realizes the component. As the
CPN is an executable model this allows us to test numerous scenarios which in
turn facilitates the discovery of potential flaws in both the architecture and the
implementation. Moreover, this approach also allows us to perform simulation
experiments. This will be discussed in more detail in Section 3.

Figure 2 shows part of the topmost net in the CP Net model and gives an
idea of the main components in the system and the interfaces between them. As
can be seen in the figure, there are four substitution transitions. They represent
the major functional units in the system which are explained in detail below.

– The workflow engine is the most important component of the workflow
system as it is the heart of the system. Based on the business process def-
inition, the engine routes cases through the organization and ensures that
the tasks of which they are comprised are carried out in the right order and
by the right people. In order to do this, the engine takes care of offering
workitems to users, once they become available for execution.

– The workflow client application communicates the distributed workitems
to the users so that they can select and perform them. Workitems that cor-
respond to flow tasks are advertised via the worktray. The appointments
that are created for schedule tasks are advertised via a calendar. Once a
workitem becomes available for such an appointment, the work can be per-
formed. However, where appointments have been made, users can express
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Fig. 2. The topmost model of the conceptual model realized in terms of CP Nets.

their dissatisfaction with the nominated scheduling by requesting: (1) the
rescheduling of the appointment, (2) the rescheduling of the appointment
to a specified date and time, or (3) the reassignment of the appointment
to another employee. The workflow client is also responsible for indicating
whether limited time is left in which to undertake workitems related to pre-
ceding tasks for an upcoming appointment.

– The scheduling service component provides the scheduling capabilities
needed by the system. The scheduling service behaves in a passive way and
its operation must be explicitly triggered. Scheduling is done sequentially on
a case-by-case base. Once a scheduling problem is received for a case, the
scheduling service needs to determine whether some of the schedule tasks
need to be (re)scheduled. A scheduling problem is represented as a graph
which contains all the scheduling constraints for a case which are imposed by

Page 8 of 36Simulation: Transactions of the Society for Modeling and Simulation International

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

8

the engine (e.g. the ordering of tasks in the corresponding process definition
for the case and the current state of the case).
Several distinct issues need to be addressed during the scheduling process.
First of all, the scheduling of tasks needs to occur in the same order as the
sequence of schedule tasks in the accompanying process definition for the
case and there should be sufficient time between two scheduled tasks. When
rescheduling appointments, these constraints also need to be satisfied. For
example, in Figure 1, first the “give radiotherapy” task should be scheduled,
followed by the “consultation” which needs to occur at least 30 minutes later.
Second, for the actual scheduling of an appointment multiple roles can be
specified for a schedule task. For each role specified a resource needs to be
selected, i.e., the number of roles determines the number of resources involved
in the actual performance of the task. If the patient for which the case is
performed also needs to be present at an appointment, then this also needs to
be taken into account. The scheduling service only books an appointment in
the calendars of those resources which need to be present at the performance
of the task, being the performers of the task and the patient (if needed).
Based on these requirements several scheduling strategies are possible. The
ones used during our simulation experiments will be discussed in Section 3.

– The calendar component is responsible for providing a view on the cal-
endars of resources and for manipulating their contents. It is possible for
resources to create / delete appointments or to retrieve information about
the appointments that have been made. Note that for each patient for which
a case is performed also has its own calendar of which the content may be
manipulated.

3 Simulation

For the uptake of the system by the hospital, discussed in the previous section, a
seamless integration with the running operational processes is of the utmost im-
portance. Additionally, for the AMC, it is vital that the operational performance
of a healthcare process, when supported by the schedule-aware WfMS, needs to
be at least as good as the operational performance of the process executed in
real-life. In addition, different configurations of the system might be relevant for
investigation, like additional capacity for seeing patients, or to change the way
appointments are scheduled (e.g. a different scheduling strategy).

Therefore, in this section, we elaborate on the use of computer simulation
to investigate the operational performance of a schedule-aware WfMS before its
deployment. In general, simulation focusses on steady-state behavior in order to
allow for decision-making at the strategic (e.g. market share) or tactical level
(e.g. amount of slack for a certain surgery). However, as our goal is to deploy
our system in a healthcare environment, we want to investigate how the system
would fit into the current organization, cf. the current working processes. In
other words, we want to investigate the effects of the system in the current
situation instead of studying the long-term effects of a strategic decision. For
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example, does the system have a negative effect on the average waiting time
for an appointment. Note that there is no “steady state” in AMC’s dynamic
environment. Moreover, we are particularly interested in the differences between
the current situation and a new situation using our schedule-aware WfMS.

Below, we first discuss the healthcare process that is used for the simulation
experiments in Section 3.1. The simulation model will be discussed in more detail
in Section 3.2. In the simulation model some components of the realized system
have been included. This will be discussed in more detail in Section 3.3. The
validation of the simulation model and the simulation experiments performed
are elaborated in Sections 3.4 and 3.5, respectively.

3.1 Gynecological oncology healthcare process

For the simulation experiments, we take an existing healthcare process from a
hospital and investigate the impact of our system on several performance indica-
tors specified for it. The healthcare process that will be studied is the diagnostic
process of patients visiting the gynecological oncology outpatient clinic at the
AMC hospital. The gynecological oncology department is concerned with the
diagnosis and treatments of patients suffering from cancer. The process deals
with the diagnostic process that is followed by a patient who is referred to the
AMC hospital for treatment, up to the point where the patient is diagnosed. For
the simulation we focus on the regular path followed by non-acute patients as
shown in Figure 34.

At the beginning of the process, a doctor in a referring hospital calls a nurse
or doctor at the AMC hospital (tasks “write down data patient and make de-
cision” and “ask information from doctor referring hospital”) resulting in an
appointment being made for the first visit of the patient (task “make conclu-
sion”). Before the first visit of the patient several administrative tasks need to
be requested (e.g. task “send fax to pathology”). At the first consultation, the
doctor decides which diagnostic tests are necessary before the next visit of the
patient. A doctor can make a selection from the following medical tests that
may be performed: a lab test, an X-ray, an MRI scan, a CT-scan, a preoperative
assessment, and an examination under anesthetic. For the first visit (task “make
conclusion”), MRI (task “MRI”), CT (task “CT”), and examination under anes-
thetic (task “examination under anesthetic”) an appointment is required. These
are schedule tasks as indicated by the calendar icon in Figure 3. The other
medical tests: lab (task “lab”), and X-ray (task “x-ray”) are walk-in facilities
for which no appointment is required. So, these are flow tasks as indicated by
a single person icon in the figure for them. A special situation applies for the
preoperative assessment for which a walk-in facility exists (task “walk-in pre-
assessment”), but also an appointment can be made (task “pre-assessment”).
So, task “walk in pre-assessment” is a flow task and task “pre-assessment” is a
schedule task.

4 In this figure the YAWL notation is used to describe the ordering of tasks. Note that
later YAWL is used as a workflow engine.
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Fig. 3. Screenshot of the YAWL model showing the diagnostic process of the gyneco-
logical oncology healthcare process. The flow tasks are indicated by a person icon and
the schedule tasks are indicated by a calendar icon. The tasks indicated by a traffic
light icon are only added for routing purposes. For all schedule tasks, the patient is
required to be present.
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If during the telephone call at the very beginning of the process, it is already
clear that diagnostic test(s) are necessary, then appointments are made for them.
Note that for the MRI, CT, pre-assessment, and examination under anesthetic
tasks we do not consider the preceding tasks at the respective departments as
including them would significantly complicate the simulation model. Our experi-
ence is that for these departments, once an appointment is known, the preceding
steps are performed in time so that an appointment can always take place. At the
bottom of the figure a sequence of tasks are modeled (starting with task “contact
radiology department referring hospital”) involving contacting the radiology de-
partment of the referring hospital to request radiology data. Moreover, a second
sequence of tasks are modeled (starting with task “contact gynecology depart-
ment referring hospital for data”) involving contacting the referring gynecology
department and requesting they send their data to the AMC.

For this healthcare process we perform several different simulation experi-
ments for the time period from 02-07-2007 to 19-03-2008 (9 months). During
this time period, a group of 142 patients follow the process depicted in Figure
3. This means that the execution of the required tasks in the process is simu-
lated for each patient. Note that this also involves the required (re)scheduling
of appointments for the schedule tasks. As performance measures we consider
several performance indicators specified by the AMC for the healthcare process
and compare them with the realized values of these indicators.

3.2 Simulation model

In Figure 2, part of the topmost net of the conceptual model is shown, presenting
the main components of the schedule-aware WfMS. The set-up of the simulation
model is as follows.

Figure 4 shows schematically the set-up of the simulation model that will be
used for the experiments, together with its inputs and outputs. In the figure,
we see the main components of the system: workflow engine, scheduling service,
workflow client application, and calendars. Additionally, we see rectangles from
which an arc leads to a given component. These rectangles indicate the inputs
that are used by the simulation model before or during a simulation run. These
inputs are either required for initialization purposes or to steer the simulation.
Moreover, the rectangle with name “System” shows that the system is split-up
in a CPN part (rectangle with name “CPN”) and a prototype part (rectangle
with name “Prototype”) in which parts of the actual implemented system are
used. Below, each aspect of the simulation model will be briefly discussed.
Performance measures
In the AMC, for the group of patients we are considering some service levels have
been defined for which reliable historical data could be easily obtained. As we
are dealing with a group of patients suffering from cancer, a quick diagnosis is of
the utmost importance. The following patient related service levels are defined
for 90% of the patients:

– First visit : The first visit should take place within seven calendar days of
the initial telephone call.
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Fig. 4. Overview of the set-up of the simulation model with corresponding inputs and
outputs.

– Diagnostic steps: All diagnostic tests should be completed within 14 calendar
days of the first visit.

Therefore, we define the following performance measures for the simulation
model:

– the waiting time for the first visit at the outpatient clinic of gynecologi-
cal oncology (task “come to a conclusion”), measured from the time the
appointment is made till the appointment takes place.

– the waiting time for the diagnostic tests performed (tasks “MRI”, “CT”,
“pre-assessment” and “examination under anesthetic”), measured from the
time that the first visit takes place till the time of the respective appointment
for the diagnostic test.

For these performance measures we calculate the average as this allows for
comparison with historical data (discussed in more detail in Section 3.4) and
for comparing differences in outcomes of experiments. Moreover, for determin-
ing whether the patient related service levels are met, we also calculated the
percentage of patients that have the first visit within seven calender days and
the percentage of patients of which all diagnostic tests are performed within 14
calendar days of the first visit.

Of course many more performance measures can be imagined. However, in
that case, data that can be used for comparison could not be easily obtained (so
that either lengthy observations are needed or that patient documents need to
be checked which are both very time consuming) or is are stored in any of the
information systems of the AMC.
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Note that with regard to the validation and the experiments to be performed,
in which certain input parameters are manipulated, it is vital for the AMC to
clearly understand the resulting effect onto the performance measures defined
above. In other words, the focus is on delta analysis rather than absolute per-
formance metrics. One of the challenges that needs to be faced in this context is
that the healthcare process we are studying is not in a steady-state. For example,
due to holidays patients are arriving at a lower rate, doctors are less available
and so on. In order to allow for delta analysis, certain environment variables will
be controlled instead of approximating them by a stochastic distribution5. When
discussing the inputs of the simulation model below, these controlled variables
will be discussed.

Resources
First, we elaborate on the resources required for performing the tasks in the
gynecological oncology process. The tasks in Figure 3 have different requirements
with regard to the resources that are allowed to complete the tasks. So, every
task has a prefix ending with a colon, indicating the required role for completing
a certain task. Table 1 shows the specific role associated with each prefix and
specifies the number of resources belonging to a role.

Table 1. For every prefix in Figure 3, the specific role is indicated together with the
number of resources belonging to the role.

Prefix Role name Number of resources Kind of task

N nurse 3 flow

AS administrative staff 2 flow

D doctor 7 schedule / flow

O operating rooms 4 schedule

M MRI 2 schedule

C CT 2 schedule

A anesthesia 2 / 3 schedule

L lab 1 flow

CR conventional radiology 1 flow

R radiology (flow tasks) 1 flow

AF anesthesia (flow tasks) 1 flow

For example, we see that the “make conclusion” task has prefix “D” indicat-
ing that this task may only be performed by a person having the doctor role.
For all the schedule tasks the presence of the patient is also required. For the
anesthesia department a somewhat special situation applies as during the simu-
lated period a change in the calendar organization took place. Initially, only two
calendars were available for scheduling patients, where later on this increased

5 Of course it is possible to try and capture seasonal effects, human behavior, etc. in the
simulation model. However, given the data available and our limited understanding
of these phenomena, this is impractical.
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to three. For the situation of three calendars, a better distinction is made in
appointments for more ill patients which need a longer appointment than less
ill patients for which a shorter appointment suffices. Moreover, for the new sit-
uation, blocks are reserved for walk-in patients. In this way, the time used by
doctors for seeing patients could be used more efficiently.
Resource Calendars
All the resources mentioned in Table 1 have each their own calendar indicat-
ing the availability of the resource. As we are performing a transient analysis
for a period of 9 months the contents of the calendars and the initial content
of them is very important [28]. Moreover, the availability of resources is diffi-
cult to be approximated by a stochastic distribution (e.g. holidays, maintenance
physical equipment). Therefore, in order to allow for delta analysis, the contents
of the calendars of the resources that are performing schedule tasks are based
on historical data from X/Care, i.e the AMC electronic calendar system. More
specifically, based on the information from this system, the following data is
included in the simulation model for the calendar of a resource:

– The scheduled hours for seeing patients.
– The non-availability of resources (during scheduled hours).
– During a simulation run, appointments are only made for gynecological on-

cology patients by our system. So, the appointments that are made for pa-
tients which do not belong to this group are considered as time that a re-
source is not available. Moreover, so called no-shows, appointments that are
made where the patient does not show-up, are also included in the calendar
as time that a resource is unavailable.

For example, on Thursday 5 July 2007, a doctor sees patients from 9 ’o
clock until 12 ’o clock. However, from 10 ’o clock until 15 minutes past 10 the
doctor is not available because they take a scheduled break. An example of an
appointment is that a patient is seen from 9 ’o clock till 10 ’o clock.

For the MRI, CT, and operating rooms it is important to note that the
calendar shows the availability of the room instead of the availability of a specific
resource. For the operating rooms a doctor from the gynecological oncology
department needs to be present. At the AMC, every department is allocated
a specific amount of time which can be used for performing surgeries and the
required resources for performing this surgery are determined at a later time. For
the calendars of the operating rooms a somewhat special situation applies as for
these calendars we only have data about the surgeries performed (and not their
actual availability). Based on these appointments and the average occupation
rate (85%) for these calendars, we determined the scheduled hours for performing
surgeries. Note that the organization of the calendars of the doctors and the
operating rooms are organized in such a way that when a doctor is performing
a surgery, that doctor is not available for seeing patients at the outpatient clinic
and the other way around.

For the resources performing flow tasks, the scheduled office hours are based
on interviews with hospital experts (e.g. a nurse is present on working days from
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08:00 to 16:30). However, for the diagnostic tests for which a walk-in facility
exists (i.e. no appointment is needed), only one calendar is defined for each of
them. As for these facilities, a patient is seen almost immediately when he/she
arrives, we consider that only one dedicated resource exists who sees gyneco-
logical oncology patients. Recall that for the lab, x-ray, and pre-assessment a
walk-in facility exists.

Moreover, the “MRI report”, “CT report”, “pre-assessment report”, “walk
in pre-assessment report”, “lab report”, and “radiology examination” tasks are
all related to the reporting required after a diagnostic test took place or some
data has been examined (task “radiology examination”). Therefore, as all these
tasks take place at a department other than gynecological oncology, we consider
that for each of them, only a single resource performs the task.

Note that doctors may both perform schedule and flow tasks. However, the
calendars of these resources are organized such that they show the availability of
doctors for performing schedule tasks. In order for a doctor to still perform flow
tasks, it has been decided to assign an unlimited amount of time for performing
them. So, a doctor can always perform a flow task, except when a schedule tasks
needs to be performed. Consequently, this would mean that a doctor is always
eagerly waiting for performing a flow task, which does not hold in reality. There-
fore, a delay is taken into account such that assignment does not immediately
take place. Note that the “forms doctor” in Figure 3 is the only flow task which is
performed by a doctor. The “delay forms doctor” task is only added for routing
purposes. Note that this is a well-known problem when modeling human actors,
especially if they are involved in multiple processes. See [4] for more examples.

Patients
For the group of 142 patients that follow the healthcare process, an appointment
at the outpatient clinic itself is created and some diagnostic tests are completed.
In total, the number of appointments registered for an MRI, CT, pre-assessment,
and examination under anesthetic are 45, 25, 66, and 16 respectively.

For patients, several important events need to be considered for the simula-
tion. These are (1) the arrival process of patients; (2) the selection of tests for
a certain patient (e.g. MRI, CT); (3) the duration of appointments; and (4) the
rescheduling of appointments. All these events are influenced by human behav-
ior which is difficult to approximate by a stochastic distribution. For example,
the diagnostic tests that will be performed and the length of them can not be
considered mutually independent. The actual scheduling of an appointment is
determined by a multitude of (human) factors, including patient preferences,
scheduling heuristics used by a scheduled, etc. At the same time, people tend
to be flexible. Moreover, recall that some diagnostic tests are ordered before the
first visit of the patient and some of them only after the first visit.

A similar remark applies for the rescheduling of appointments which also can
not be considered independently of each other. For example, if for a patient a
first visit is rescheduled also the MRI appointment needs to be rescheduled as
they are scheduled on the same day and the MRI needs to take place after the
first visit.
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Remember that the contents of the calendars of the resources that are per-
forming schedule tasks are based on historical data from the AMC electronic
calendar system. Moreover, as already indicated earlier, our focus is on delta
analysis and not the absolute performance of the process as circumstances change
all the time. Therefore, the following approach is taken.

The electronic calendar system of the AMC contains data about appointment
creation and rescheduling. Additionally, it contains data about the scheduled
duration of the appointment. Therefore, for the “flow” of the patient through
the healthcare process, subsequent events in the process for a patient will be
performed in the simulation at the same time and in the same way as they
happened in reality. Consequently, the distribution of the events listed below
will be the same as those in reality.

– The start of the healthcare process itself. This is based on the registration
date of the first consultation with the doctor.

– The duration of an appointment (e.g. the consultation with a doctor). The
actual duration of the appointment that will be scheduled by the system has
the same duration as the appointment that happened in reality. For example,
for the first visit there are in total 142 appointments for which 4 of them
took 30 minutes, 112 took 60 minutes, and 20 of them took 90 minutes.

– The rescheduling of an appointment.

The difficulty of approximating above mentioned events by a stochastic dis-
tribution can be illustrated by considering the arrival process of patients.

In the information systems of the AMC, the arrival time of patients is only
registered in days. This means that the exact timestamp is not available although
in reality patients arrive throughout the day. As a consequence, we investigated
whether the stochastic process can be modeled with a compound Poisson pro-
cess. Arrival processes in which customers arrive in batches can be captured by
a compound Poisson distribution. Amongst others, as requirement to use this
kind of distribution, the interarrival times of batches need to follow an expo-
nential distribution. A histogram showing the frequency of the interarrival times
of the batches, expressed in days, is shown in Figure 5. A goodness-of-fit test
(Kolmogorov-Smirnov with result P = 0.0) shows that the interarrival times of
batches can not be modeled by an exponential distribution. As a consequence,
random arrivals of the batches and independence of them can not be assumed.

Note that the replaying of events as mentioned above and the fact that the
contents of the calendars of resources that are performing schedule tasks is based
on the content of the AMC calendar system, does not mean that the behavior
in a simulation run is deterministic. The actual scheduling of appointments is
dependent on the number of cases in the system, the actual completion of the
tasks in the healthcare process, patient preferences, and the heuristics used by
the scheduler. Additionally, the way that resources perform tasks in the pro-
cess, i.e. the precise behavior of them, occurs on a non-deterministic basis. The
deterministic aspects of the simulation model are discussed below.
Resource behavior
The behavior of the resources undertaking the tasks in the healthcare process
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Fig. 5. Fit of the interarrival times of batches with an exponential distribution (λ =
0.551).

also deserves some attention. The way in which tasks are performed and the
time spent on performing these tasks is configured in the following way:

– In order to estimate the duration of flow tasks by a stochastic distribution,
interviews with healthcare specialists have taken place and initial observa-
tions have been made when observing the process. As a consequence, we
decided to approximate the time spent by a resource on a flow task by a
normal distribution.
Note that the duration of schedule tasks is already determined beforehand
as appointments for them are made. For simplicity reasons, we assume that
schedule tasks are completed within their assigned timeslot.

– In practice, nurses working at the gynecological oncology department per-
form their duties on a case-by-case base. Therefore, these resources perform
flow tasks belonging to the same case for as long as remaining flow tasks
for that case are available. Once there are no further flow tasks for the case,
flow tasks for other cases may be performed. Once further flow tasks become
available for a case, they do not necessarily need to be performed by the
same resource.

– For the flow tasks it is assumed that a resource is working on one task only.
So, a resource may only allocate one flow task to his or herself and must
complete the task. If there is not enough time left for completion of the
task on the day itself, the next time that the resource is available, he or
she will continue working on that task. Note that as a consequence of our
assumption that schedule tasks are performed within their assigned timeslot,
none of these tasks need to be partially performed at another day.
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– The resources possessing the “nurse” and “administrative staff” roles do not
spend all of their time on performing work for gynecological oncology pa-
tients. One possible solution, described in [27], is to assume limited availabil-
ity of people. Based on initial observations with the process and interviews
with healthcare specialists, we decided to model that they only spent 50%
of their time working on these tasks and 50% of their time is available for
working on other tasks (e.g. helping a doctor which is seeing a patient). Note
that a more refined solution can be found in [4]. However, this is outside the
scope of this paper.

– The assumption that a resource is eagerly waiting for work and immediately
reacts to any task that is available does not hold for every task (see also
[4]). Therefore, for the tasks “forms doctor”, “examination under anesthetic
report”, “MRI report”, “CT report”, “lab report”, and “radiology examina-
tion” a delay is taken into account so that assignment does not immediately
take place. Furthermore, the execution of the “receive radiology data” and
“receive gynecology data” tasks are dependent on the actual sending of data
to the AMC hospital. Clearly, these two tasks are performed at departments
outside the AMC. For these tasks a similar delay as mentioned before is
taken into account. Note that the “delay forms doctor” task in this context
is only added for routing purposes. The delays follow a normal distribution
and are based on interviews with medical experts.

Scheduling algorithm
Remember that with regard to the gynecological oncology healthcare process
that we are simulating we are only focusing on non-acute patients which all
have equal priority. In this way, for the AMC it is vital that the patients need
to be diagnosed as quickly as possible. Consequently, for the scheduling of ap-
pointments, the scheduling requirements mentioned in the “scheduling service”
subsection of Section 2.2 are taken into account. However, no additional schedul-
ing requirements (e.g. priorities between patients, maximum time between tasks
in the process) are taken into account.

Therefore, for the scheduling of appointments by our system the following
scheduling algorithm is used. The scheduling of appointments is done automat-
ically, which means that there is no user involvement. Starting with the tasks
in the graph for which a work-item exists, it is determined which schedule tasks
need to be (re)scheduled. Once we know that tasks are able to be scheduled,
they are scheduled. Moreover, these tasks are scheduled on a sequential basis in
order to avoid conflicts involving shared resources.

For the actual scheduling of an appointment, a search is started for the
first opportunity where one of the resources of a role can be booked for the
respective work-item. If found, an appointment is booked in the calendar of
them. As the patient for which the case is performed also needs to be present
at the appointment, this is also taken into account. For example, for Figure 1, if
a case is started, an appointment is created for task “give radiotherapy” in the
calendars of “Jane”, “Jo”, and the patient, or “Jane”, “Anne” and the patient.
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3.3 Replacement of components

An important requirement for the deployment of the system in the AMC is
that the operational performance of the implemented system needs to be val-
idated. Therefore, the simulation experiments are performed using part of the
CPN model as shown in the “System” rectangle of Figure 4. As can be seen in
Figure 4, the workflow client application and calendars component are kept in
the CPN model, whereas the workflow engine and scheduling service component
are replaced by the concrete implementation of these components by making
connections between the CPN model and the corresponding components in the
actual software. In this way, we can control the behavior of the resources in the
system, and the initial contents of the calendars of the resources, while still be-
ing connected to the actual system components. For the correct working of the
scheduling service it is important that the notion of time in this component is the
same as that in the simulation model. This is realized by the connection between
the scheduling service and the time subnet in the CPN model which ensures that
the time in the scheduling service and the CPN model are synchronized.

The workflow component is realized using the open-source WfMS YAWL
[1] and a service which acts as an adaptor in-between YAWL and the work-
flow client application and in-between YAWL and the scheduling service. The
scheduling service component is implemented in Java as a service which commu-
nicates with the WfMS via SOAP messages. The communication between the
components of the CPN model and the concrete implementation of the com-
ponents is realized using Comms/CPN. Comms/CPN is a library that offers
the necessary infrastructure to establish communication between CPN models
and external processes. In this way, interactions between CPN models and the
physical environment are possible [14].

As a consequence of using the YAWL WfMS in our simulation model, the
process that has to be followed by the patients, needs to be entered into the
YAWL system. Therefore, as process definition, the YAWL model, modeling the
gynecological oncology healthcare process as shown in Figure 3, is used.

Note that including parts of the implemented system (the engine and the
scheduling service) in the simulation model has its expenses on the computational
complexity of the simulation model itself. For one replication performed by a
modern PC (Intel Core2 Duo 2.33 GHz, 4 GB of RAM), it takes around 15 hours
to complete. However, as we want to validate the operational performance of the
implemented system we consider it as vital to include parts of the developed
system in the simulation model.

3.4 Validation

The validation of a simulation model is a non-trivial but important step in the
simulation process. By performing a validation it is determined whether the right
model has been built [7]. In [29], 15 different validation techniques and tests used
in simulation model validation and verification are mentioned. Most of them are
found in literature and can be used either subjectively or objectively. The most
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well-known are animation, face validity, and predictive validation. In our case
the simulation model is validated by animation, historical data, face validity,
and by means of traces. These techniques have been selected as our simulation
is terminating, historical data is available, and information from medical experts
could be obtained. Moreover, due to the specific set-up of the simulation model
in which components in the conceptual model are replaced by their implemented
counterpart, obtaining information about the behavior of the system is vital.

The gynecological healthcare process, shown in Figure 3, has been validated
by animation as described in [23]. When animating the process it was asked to
users whether something was missing or should be added.

By assessing face validity individuals knowledgeable about the system are
asked whether the model and/or its behavior are reasonable [29]. During the
process of validating the model, medical experts have been asked about the in-
puts and outputs of the model which led to improvements in the model. For
example, initially it appeared that waiting times for the first visit where increas-
ing over time. It appeared that the historical data involving the contents of the
calendars of the gynecological oncology doctors did not include all scheduled
blocks for seeing patients.

Moreover, remember that the organization of the calendars of the resources,
that are performing schedule tasks, are based on historical data from the AMC
electronic calendar system and that subsequent events in the process for a patient
are performed in the simulation at the same time and in the same way as they
happened in reality. In this way, we believe that this also leads to an increased
face validity.

By using traces as a means to validate the model, the behavior of different
types of specific entities in the model are traced (followed) through the model to
determine if the models logic is correct and if the necessary accuracy is obtained
[29]. Due to the fact that our simulation is terminating, for one replication several
process related steps for a patient (e.g. completing a task, start of the process),
have been recorded in a so-called “event log”. Moreover, we also included the
actual appointments that are made for a case in the log. Based on such an event
log, which contains all the process steps taken for each case, a wide range of
process mining techniques comes into reach. The basic idea of process mining is
to learn from observed executions of a process. The ProM framework features
an extensive set of analysis techniques which can be applied to real-life logs [32].
In our case, it allows for viewing and checking the correctness of several steps
performed by the system.

As historical data is existing, validating the model using historical data is pos-
sible. The following approach has been taken. We use the performance measures
as described in the “Performance measures” subsection. For the 142 patients that
followed the gynecological oncology process, the second column in Table 3 shows
the average waiting times that are realized in reality for the defined performance
measures. Note that for the realized waiting times some outliers needed to be
removed. We used Box and Whisker plots to visualize these outliers after which
they could be removed. In total for the first visit, MRI, CT, anesthesia, and
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operating rooms, respectively 11, 1, 0, 0, and 0 values have been removed. It is
remarkable that for the first visit 11 observations have been removed. All the
removed appointments had a waiting time longer than 4 weeks and they where
quite separated from the other observations. Based on discussions with medical
specialists we considered them as not relevant as a typical treatment process
takes 4 weeks, whereas for the removed values the waiting time for the first visit
was already more than 4 weeks.

Remember that for the actual scheduling of an appointment, a search is
started for the first opportunity that precisely one of the resources of a role
can be booked for the respective appointment. However, the actual scheduling
of an appointment is determined by a multitude of (human) factors, including
patient preferences, scheduling heuristics used by a scheduler, etc. Our experi-
ence is that human behavior can not easily be captured and can involve many
different factors. Moreover, the making of appointments can not be considered
independently from each other. For example, often it is tried to schedule multiple
appointments for a patient on one day.

Therefore, a simple solution to this problem, taking these factors into ac-
count, is to add a delay to the earliest time that an appointment may be booked
such that the average waiting time for each appointment matches the figure
realized in reality. The delay that has been added for each specific kind of ap-
pointment can be seen in Table 2 and follows a normal distribution with an
average and a variance.

Table 2. For the delays, for which a normal distribution is used, the average is pre-
sented in the average column and the variance is presented in the variance column.

Delay (normal distribution)
Appointment type

average variation

first visit 1859 2500

MRI 1742 2500

CT 7313 2500

pre-assessment 1636 2500

examination under anesthetic 8939 2500

Using these delays and the simulation model as described in Section 3.2, we
ran 10 replications in which 142 patients followed the gynecological oncology
process. The corresponding results are shown in Table 3. For each performance
measure the second column shows the average value realized in reality, whereas
the last four columns show the simulation results obtained for 10 replications. For
the simulation results, respectively, the average, standard deviation (sd), and the
lower bound (LB) and upper bound (UB) for the corresponding 95% confidence
interval are shown. Note that for pragmatic reasons only 10 replications have
been performed. Each replication requires more than 15 hours on a powerful
computer.
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We see that only for the MRI, the average waiting time realized in reality
is within the upper and lower bound of the confidence interval. For the other
appointments we see that the average waiting time realized by our simulation
model is still very close. As can be seen in the table, the confidence intervals
are rather small. However, in reality an appointment only takes place during
scheduled hours. We expect that this fact seriously complicates the validation
of our simulation model as an appointment can not be scheduled at any point
in time. Therefore, given that the realized average waiting times for each of the
appointments are very close to either the lower bound or upper bound of the
confidence interval, except for the MRI, we consider the simulation model to be
valid.

Recall that for the AMC it is of the utmost importance that the operational
performance of a healthcare process, when supported by our system, needs to
be at least as good as the operational performance of the process executed in
reality. For the gynecological oncology healthcare process, we see that for every
type of appointment a delay needs to be added to meet the average waiting
time realized for each type of appointment in reality, which means that the
requirement for this healthcare process is met. Therefore, we expect in general
that our system does not negatively impact the operational performance of the
processes it supports and consider the requirement as satisfied for all healthcare
processes.

Table 3. Validation. For a 95% confidence interval, the average, standard deviation,
lowerbound (LB), and upperbound (UB) values for each performance measure are
presented. Each row in the table represents the average waiting time (AWT) for a
specific appointment. FV, MRI, CT, PRE, and SU represent respectively the first visit,
MRI, CT, pre-assessment, and examination under anesthetic. In the AWT column, an
arc represents the time in between the two appointments. Note that all figures, except
the standard deviation, are presented in minutes. The figures in brackets are presented
in days.

Realization Simulation (10 replications)
Average Waiting Time (AWT)

Average Average sd LB UB

FV 11333 (7,9) 11070 (7,7) 182,5 10941 (7,6) 11201 (7,8)

FV → MRI 7489 (5,2) 7534 (5,2) 451,5 7211 (5,0) 7857 (5,5)

FV → CT 8853 (6,1) 9064 (6,3) 173,2 8941 (6,2) 9188 (6,4)

FV → PRE 4030 (2,8) 3761 (2,6) 90,7 3696 (2,6) 3825 (2,7

FV → SU 13733 (9,5) 13069 (9,1) 169,3 12948 (9,0) 13190 (9,2)

3.5 Experiments

As indicated above, the average waiting time for diagnostic tests is an important
measure in the context of the healthcare process. By performing a number of
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simulation experiments we want to obtain some quantitative insights with re-
spect to these measures. In the “Experiment 1” and “Experiment 2” subsections
different experiments will be considered.

Experiment 1 Recall that as service level for the group of patients we are
studying, it has been defined that for 90% of them, (1) the first visit should
take place within seven calendar days after registration of the patient, and (2)
all diagnostic tests should be completed within 14 calendar days after the first
visit. However, for the first visit, the service level is not met as in reality only
47% of the patients have an appointment within 7 calendar days. For the first
visit the average waiting time is 11333 minutes (7,9 days). Note that for the
other appointments, the required service level is met. For the simulated system
we have that only 51% of the patients have an appointment within 7 calendar
days and that the average waiting time is 11070 minutes (7,7 days).

To examine how this situation might be remedied, it has been decided to add
capacity for seeing new patients to already existing calendars, i.e., we assume
that the AMC is not hiring new doctors. Instead, we investigate for the current
medical staff available how much capacity needs to be added so that the service
level is met.

In total, 142 appointments for a first visit are registered of which 4 of them
took 30 minutes, 113 took 60 minutes, 5 took 75 minutes, and 20 took 90 min-
utes. So, the majority of appointments either take 60 or 90 minutes. Note that
the figures are the same for the system in reality and the simulated system.
Therefore, the following three variations were examined: for a selected resource,
every week, at the same day, an additional 60, 90 and 120 minutes have been
added for seeing new patients respectively (and not for patients which need a
regular check-up or a follow-up meeting).

For every experiment, 10 replications of the simulation model have been car-
ried out to be able to provide standard deviations. Note that each replication
requires more than 15 hours on a fast powerful computer. The obtained results
for these three experiments can be seen in Figure 6 which focusses on the average
waiting time for each kind of appointment. Figure 6 is split-up in three parts.
First, for each experiment, the average for each performance measure is visu-
alized in the graph. Second, the table with name “SIMULATION RESULTS”
shows first for every performance measure the average waiting time (avg) that
has been realized in reality. The next rows show for each performance measure
the average (avg) and standard deviation (sd) that are obtained for the validated
simulation model (“validation”), and the figures obtained for adding a capacity
of 60 (“EXP1-60”), 90 (“EXP1-90”), and 120 (“EXP1-120”) minutes for seeing
new patients respectively.

The table with name “T-TEST” shows the results of t-tests in order to deter-
mine whether the observed average for a certain performance measure is statisti-
cally significant from zero between two experiments. Respectively, the outcome
of t-tests for the validated simulation model and the experiment in which 60
minutes are added (“validation ↔ EXP1-60”); the experiment in which 60 min-
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SIMULATION 
RESULTS 

FV MRI CT PRE SU 
avg sd avg sd avg sd avg sd avg sd 

reality 11333 - 7489 - 8854 - 4030 - 13734 - 
validation 11071 183 7534 452 9064 173 3761 91 13069 169 
EXP1-60 6772 81 7447 284 9204 124 3968 109 15420 190 
EXP1-90 6188 28 8073 468 9092 108 3938 82 15424 221 
EXP1-120 5640 38 6907 214 9131 77 4049 121 15649 258 
T-TEST t-value P-value t-value P-value t-value P-value t-value P-value t-value P-value
validation <-> EXP1-60 68,09 0,00 0,51 0,61 -2,08 0,05 -4,62 0,00 -29,23 0,00 
EXP1-60 <-> EXP1-90 21,57 0,00 -3,61 0,00 2,16 0,04 0,68 0,50 -0,04 0,97 
EXP1-90 <-> EXP1-120 36,68 0,00 7,09 0,00 -0,92 0,37 -2,31 0,04 -2,09 0,05 
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Fig. 6. Results for the experiments in which for a selected resource, every week, at
the same day, an additional 60, 90 and 120 minutes have been added for seeing new
patients. For every average waiting time (AWT) performance measure the average (avg)
in minutes (avg) and the standard deviation (sd) are shown in the simulation results
table part. Additionally, in the “t-test” table part, the result of t-tests are shown to
determine whether the observed average waiting time of two experiments is statistically
significant from zero. For each experiment, the average for each performance measure
is visualized in the graph.

utes are added and the experiment in which 90 minutes are added (“EXP1-60
↔ EXP1-90”); and the experiment in which 90 minutes are added and the ex-
periment in which 120 minutes are added (“EXP1-90 ↔ EXP1-120”) are shown.

More specifically, the t-test has been constructed to determine whether the
difference between the average of two experiments equals 0,0 (null hypothesis)
versus the alternative hypothesis that the difference does not equal 0,0 at the
95% confidence level (α = 0, 05). It is assumed that the observed values of each
experiment come from a normal distribution and that the variances of them
are not equal. In case P < 0, 05 (column “P-value”), this implies that the null
hypothesis is rejected. For example, the difference of the average waiting time
of the first visit obtained for the experiment in which 60 minutes are added
(“EXP1-60”) and the experiment in which 90 minutes are added (“EXP1-90”)
is statistically significant as P = 0, 00.

For the first visit, we see that adding an additional capacity of 60 minutes
significantly lowers the average waiting time. Adding an additional 90 and 120
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minutes significantly lowers the average waiting time again, but does not have
such a dramatic impact as when adding the first 60 minutes. When adding an
additional 60, 90, and 120 minutes for seeing new patients, the percentage of
patients that have an appointment within 7 calendar days is 82, 88, and 93 re-
spectively. For the MRI, adding an additional capacity of 60 minutes does not
significantly change the average waiting time. However, when adding an addi-
tional capacity of 90 minutes, the average waiting time significantly increases,
whereas adding an additional capacity of 120 significantly lowers the average
waiting time. For the CT, adding an additional capacity of 60 minutes signifi-
cantly increases the average waiting time. However, when adding an additional
capacity of 90 minutes, the waiting time significantly decreases, whereas adding
an additional 120 minutes does not significantly change the average waiting time.
Both for the pre-assessment and the surgery, the average waiting time signifi-
cantly increases when adding an additional capacity of 60 minutes whereas the
average waiting time not significantly changes when adding an additional capac-
ity of 90 minutes. The average waiting time for them significantly increases again
when adding an additional capacity of 120 minutes. Note that for the surgery,
when adding an additional capacity of 60 minutes, this has a more dramatic
impact on the average waiting time compared to the pre-assessment.

In general, for the appointments other than the first visit, we see on average
that there is far less impact on the average waiting time for them compared to the
waiting time for the first visit. This can be easily explained as for these appoint-
ments, no additional capacity has been added for seeing patients. However, for
the examination under anesthetic appointments, there is a remarkable increase
in average waiting time for them. This shows that the making of examination
under anesthetic appointments is the next bottleneck in the process.

As answer for the question of how much capacity needs to be added for
seeing patients such that for 90% of the patients the first visit takes place within
7 calendar days, we have that for a selected resource, every week, at the same
day, an additional 120 minutes needs to be added.

Experiment 2 Another service level that is important for the AMC is that
appointments for diagnostic tests are scheduled on the same day (not when
rescheduling) with a 1-4 hour gap between them. As candidates for this service
level we consider the appointments for the MRI, CT, and pre-assessment. All
these appointments occur after the first visit and they may be scheduled in any
order. The examination under anesthetic is not a candidate as it requires a pre-
assessment as a prerequisite step for which either an appointment needs to be
made or a walk-in facility exists.

In order to be able to fully examine the impact of this rule, we consider
the following three variations: (1) an appointment for the CT, MRI, and pre-
assessment is scheduled for the very first opportunity that all required resources
are available (“EXP2-init”) (not necessarily on the same day); (2) the appoint-
ments for the CT, MRI, and pre-assessment are scheduled on the same day when
they need to be scheduled (“EXP2-SL1”); and (3) similar as (2) but with at least
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one hour in between and at most four hours between the appointments for the
CT, MRI, and pre-assessment (“EXP2-SL2”). Recall that the appointments for
the MRI, CT, and pre-assessment may either be scheduled at the very beginning
of the process or during the first visit. Appointments for the CT, MRI, or pre-
assessment are only scheduled on the same day if this is either requested at the
beginning of the process or during the first visit. For example, if at the beginning
of the process an MRI and pre-assessment are requested and during the first visit
also a CT is requested, then only the MRI and pre-assessment are scheduled on
the same day. Note that as a consequence of scheduling appointments together,
for each replication of the simulation model in total 21 times an MRI and a
pre-assessment are scheduled together, 8 times a CT and a pre-assessment are
scheduled together, and 2 times a CT, MRI, and pre-assessment are scheduled
together.

In order to understand the true impact of the two service levels, we decided
to configure the simulation model such that the rescheduling of an appointment
is avoided as much as possible. Therefore, we removed from the model that an
appointment is rescheduled on request of the hospital or the patient. In addition,
a small delay of 1636 minutes is added (the smallest of the delays that are added
for the MRI, CT, and pre-assessment appointments as can be seen in Table 2)
to the earliest time that an MRI, CT or pre-assessment appointment may be
scheduled. Note that for the first visit and the examination under anesthetic the
same delay is added as defined in Table 3.

For every experiment, 10 replications of the simulation model have been car-
ried out to be able to provide standard deviations. The obtained results for these
three experiments can be seen in Figure 7 which focusses on the average waiting
time for each kind of appointment. Figure 7 is split-up in three parts. First, for
each experiment, the average for each performance measure is visualized in the
graph. Second the table with name “SIMULATION RESULTS” shows for every
performance measure the average (avg) and standard deviation (sd) that are ob-
tained for the three experiments. In a similar fashion as for the first experiment,
the table with name “T-TEST” shows the results of t-tests in order to determine
whether the observed average of two experiments is statistically significant from
zero for a certain performance measure.

For the first visit, we see that for the average waiting time there is no statis-
tically significant difference between the first and second experiment. However,
between the second and third experiment, there is a statistically significant differ-
ence. For the MRI, there is no significant increase in waiting time for the second
experiment compared to the first experiment. However, the average waiting time
in the third experiment is significantly higher compared to the second experi-
ment. For the CT and pre-assessment, the average waiting time in the second
experiment compared to the first experiment and the average waiting time in
the third experiment compared to the second experiment are both significantly
higher. Note that for the pre-assessment the increase in average waiting time
from the first to the second experiment is higher compared to the increase for
the CT. Finally, for the surgery, the average waiting time in the second experi-
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SIMULATION 
RESULTS 

FV MRI CT PRE SU 
avg sd avg sd avg sd avg sd avg sd 

EXP2-init 11218 506 7404 542 3459 319 4068 114 13198 278 
EXP2-SL1 11620 743 7432 429 4132 398 6497 335 17635 991 
EXP2-SL2 10980 24 8104 596 4490 363 7016 466 17510 1447 
T-TEST t-value P-value t-value P-value t-value P-value t-value P-value t-value P-value
EXP2-init <-> EXP2-SL1 -1,42 0,18 -0,13 0,90 -4,17 0,00 -21,72 0,00 -13,62 0,00 
EXP2-SL1 <-> EXP2-SL2 2,72 0,02 -2,89 0,01 -2,11 0,04 -2,86 0,01 0,22 0,82 
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Fig. 7. Results for the experiments in which the appointments for MRI, CT, and
pre-assessment are scheduled for the first opportunity that all resources are available
(“EXP2-init”), the appointments for CT, MRI, and pre-assessment are scheduled on
the same day (“EXP2-SL1”), the appointments for CT, MRI, and pre-assessment are
scheduled on the same day but with 1 hour in-between and at most 4 hours between
them (“EXP2-SL2”). For every average waiting time (AWT) performance measure the
average waiting time (avg) and the standard deviation (sd) are shown in the “simu-
lation results” table part. Additionally, in the “t-test” table part, the result of t-tests
are shown to determine whether the observed average waiting time of two experiments
is statistically significant from zero. For each experiment, the average for each perfor-
mance measure is visualized in the graph.

ment compared to the first experiment is significantly higher. However, for the
average waiting time in the second and third experiment there is no significant
difference.

In general, we can see that as a consequence of scheduling the appointments
for MRI, CT, and pre-assessment together, the average waiting time for the pre-
assessment and examination under anesthetic considerably increases whereas the
average waiting time for the MRI and CT slightly increases. In order to investi-
gate these differences, we had a look at the combinations where the appointments
for an MRI, CT, and pre-assessment are scheduled together. Remember that in
total 21 times a MRI and a pre-assessment are scheduled together, 8 times a
CT and a pre-assessment are scheduled together, and 2 times a CT, MRI, and
pre-assessment are scheduled together.

Therefore, in the “SIMULATION RESULTS” table part of Figure 8, for the
three different experiments, we show for the MRI-pre-assessment and the CT-
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SIMULATION 
RESULTS 

CT-pre assessment MRI-pre assessment 
avg sd avg sd 

EXP2-init 4492 586 8182 1233 
EXP2-SL1 5362 790 8067 1085 
EXP2-SL2 7252 862 8375 1086 
T-TEST t-value P-value t-value P-value 
EXP2-init <-> EXP2-SL1 -2,80 0,01 0,22 0,83 
EXP2-SL1 <-> EXP2-SL2 -5,11 0,00 -0,64 0,53 
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Fig. 8. The average waiting time for the appointment of the MRI-pre-assessment and
the CT-pre-assessment combination which is scheduled at the latest point in time.
For every combination the average (avg) and the standard deviation (sd) is shown in
the simulation results table part. Additionally, in the “t-test” table part, the result
of t-tests are shown to determine whether the observed average of two experiments is
statistically significant from zero.

pre-assessment combination, the average waiting time for the appointment of
the combination that is scheduled at the latest point in time. In the “T-TEST”
table part, the results of t-tests are presented, in a similar way as for the previous
experiments, in order to determine whether the observed average waiting time
for the combinations is statistically significant from zero for two experiments.
Note that for each experiment, the average waiting time for each combination is
visualized in the graph.

For the average waiting time of the MRI-pre-assessment combination we see
that there is no statistically significant difference between the first and second
experiment and between the second and the third experiment. However, for the
average waiting time of the CT-pre-assessment combination this does not hold
as for the second experiment the average waiting time of the combination is sig-
nificantly higher compared to the first experiment. The same remark also holds
for the average waiting time for the third experiment compared to the second
experiment. Note that for the CT-pre-assessment combination, the average wait-
ing time for the third experiment compared with the second experiment more
dramatically increases than for the second experiment compared with the first
experiment.
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Moreover, if a pre-assessment is scheduled in combination with another ap-
pointment we found that this has quite some impact on the average waiting
time for a pre-assessment. For the experiments “EXP2-init”, “EXP2-SL1”, and
“EXP2-SL2” we considered the patients where a pre-assessment is scheduled at
the same time with another appointment (this means that for the “EXP2-SL1”
and “EXP2-SL2” experiments the appointments are indeed scheduled on the
same day, whereas for the “EXP2-init” experiment this does not necessarily need
to be the case). We found that the average waiting time for the pre-assessment
for “EXP2-init” and “EXP2-SL1” is respectively 3686 and 7454 minutes which is
significantly different (t-test with α=0,05, t=-16,41, P=0,00). For “EXP2-SL2”
the average waiting time is 7963 minutes which is not significantly different
compared with the average waiting time of the “EXP2-SL1” experiment.

In general, these results show that when applying the first service level, in
which the appointments for CT, MRI, and pre-assessment are scheduled to-
gether, this has quite some impact on the average waiting for the CT and pre-
assessment. In case in addition the second service level is applied, this has impact
on the average waiting times for the MRI, CT, and pre-assessment which all sig-
nificantly increase. Note that the average waiting time for the pre-assessment
dramatically increases when applying the two service levels. This is related to
the fact that for 21 appointments a pre-assessment is scheduled together with
an MRI of which the average waiting time is higher than for a pre-assessment.
Finally, the average waiting time for the examination under anesthetic also sig-
nificantly increases when applying the two service levels. This can be explained
by the fact that the average waiting time for the pre-assessment significantly
increases when scheduling together with an MRI or CT.

4 Related Work

The use of discrete-event simulation in healthcare has been around since the
seventies and there are numerous studies reporting on its successful application
in order to improve efficiency and reduce costs. Several review papers have been
written on the conduct of simulation studies in healthcare clinics [19] showing
its wide spread use in this area including laboratory studies, emergency services,
and the national health system. Good overviews of literature can be found in [19,
13, 33]. In this context, [19] reports that there are very few articles that report
on using simulation to study complex multi-facility healthcare delivery systems.
That is, most studies report on the analysis of individual units within multi-
facility clinics or hospitals. In our simulation experiments we take the scheduling
of workitems for the whole gynecological oncology workflow into account which
means that the scheduling of tasks across multiple facilities (e.g MRI, CT) is
taken into account.

Mainstream development of workflow technology started in the seventies,
with office automation systems, such as Office talk by Ellis [11], but has become
more mature in the late nineties. At the moment, several hundred WfMS exist
and they have become “one of the most successful genre of systems supporting
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cooperative working” [10]. The commonly cited advantages of applying workflow
technology are faster and more efficient process execution [27, 21, 15]. However,
the uninformed introduction of workflow technology can have unforeseen im-
pacts on the execution of the processes within an organization. Simulation of
the workflow allows for the identification of several kinds of problems such as
the existence of bottlenecks [8]. Most of the workflow simulation studies focus
on the validation of a certain process by optimizing the corresponding process
definition via simulation [9]. The standard approach is to convert the process def-
inition into a formal model, and then simulation is applied using this converted
model. Examples of these can be found in [6, 8, 16, 22]. As we have discussed in
this paper, we have used components of the WfMS that we developed in per-
forming simulation experiments, together with parts of the conceptual model.
To the best of our knowledge, we are not aware of another approach using both
the conceptual model and parts of the implemented system to perform simula-
tion experiments. An approach that is related to our work is described in [9]
in which a simulation module can be embedded in an existing Business Process
Management System. Clearly, some components of the system are included in
the simulation model.

In [25] it is indicated that there are successful implementations of workflow
systems in healthcare but “widespread” adoption and dissemination is the ex-
ception rather than the rule. One of the problems that has to be dealt with
in order to support healthcare processes by WfMS is that flexibility needs to
be provided by the system [24, 30]. Unfortunately, current workflow systems fall
short in this area, a fact which is recognized in the literature [3, 5, 12, 20]. To our
best knowledge, [26] is the only work reporting on the application of simulation
as a preliminary step for the subsequent implementation of a workflow (careflow)
management system in the healthcare domain. However, the scheduling of ap-
pointments is not considered and their focus is on steady-state analysis instead
of on transient analysis.

5 Discussion

In this paper, we have presented the design and implementation of a WfMS
augmented with calendar-based scheduling facilities. For the implemented sys-
tem, our aim was to validate its operational performance and to investigate its
impacts on operational performance for different configurations of the system.
This has been done by taking the gynecological oncology healthcare process and
investigate the impacts of our system on several performance indicators specified
for the process. The gynecological oncology healthcare process is a non-trivial
and complex healthcare process which involves the scheduling of appointments
across multiple facilities.

Simulation model
As a result of our aim of validating the operational performance of the imple-
mented system, parts of the implemented system have been included in the sim-
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ulation model (the workflow engine and the scheduling service). Consequently,
one run of the simulation model takes already more than 15 hours on a modern
PC showing that this approach is computationally expensive. For the valida-
tion of the simulation model and for each of the different experiments, a total
of 10 replication runs has been performed which is rather limited. We would
have preferred to use more replications to narrow down the confidence interval
further.

For the gynecological oncology healthcare process, several performance mea-
sures are defined. For the AMC it is vital to understand the impact on the defined
performance measures when investigating different configurations of the system.
In order to simplify delta analysis, certain environment variables are controlled
instead of approximating them by a stochastic distribution. To this end, it has
been decided to replay for every patient its arrival, the selection of tests, the
duration of appointments, and the rescheduling of appointments. Moreover, the
organization of the calendars of resources performing schedule tasks is based
on historical data of the electronic calendar system of the AMC. By controlling
these external factors we can have a more accurate comparison of the different
scenario’s. Additional reasons for controlling these environment variables is that
we are investigating a time period of 9 months for which the healthcare process
under study was not in a steady state. In fact, typically hospital processes are
rarely in steady state.

Moreover, due to the fact that the process is not in a steady state, it is
required to control certain environment variables as approximating them by a
stochastic distribution would lead to significant different results. In order to con-
firm this statement we have performed an additional experiment to demonstrate
that by not controlling the arrival process of patients, this leads to completely dif-
ferent results. Please remember that in the information systems of the AMC, the
arrival time of patients is only registered in days. So patients arrive in batches. In
this additional experiment, we had a dataset of the interarrival times of batches
and a dataset for the size of the batches. These datasets were based on the ar-
rivals of patients during the time period of 9 months that have been simulated.
Based on these datasets, a simulation experiment consisting of 10 replications
has been carried out in which the next arrival of the batch and the size of the
batch is sampled from these datasets. Moreover, the simulation model has been
configured in the same way as the simulation model that has been used for the
validation experiments.

In Table 4, the average and the standard deviation for the validation experi-
ment and the experiment in which the arrival of patients is sampled, are shown.
For all the performance measures, except the waiting time for the examination
under anesthetic, the average of the two experiments is significantly different
(this has been determined by performing t-tests to asses whether the observed
average of two experiment is statistically significant from zero). This shows that
by not controlling the arrival process of patients, this leads to completely differ-
ent results.
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Table 4. The results for the validation experiment are shown in column “Validation”.
The results for the experiment in which the arrival of patients is sampled are shown in
column “Sampling”. For every average waiting time (AWT) performance measure the
average (avg) and the standard deviation (sd) are shown. The figures in brackets are
presented in days.

Validation Sampling
Average Waiting Time (AWT)

Average sd Average sd

FV 11070 (7,7) 182,5 2091 (1,5) 120,9

FV → MRI 7534 (5,2) 451,5 2376 (1,7) 111,65

FV → CT 9064 (6,3) 173,2 8408 (5,8) 1585,0

FV → PRE 3761 (2,6) 90,7 3982 (2,8) 294,8

FV → SU 13069 (9,1) 169,3 11824 (8,2) 447,0

A consequence of our decision that the organization of the calendars of re-
sources performing schedule tasks is based on historical data, is that patients
that did not belong to our patient group and which had an appointment for
one of these tasks, the appointment already had been included to the calendar
of the respective resource. In that way, the timeslot is unavailable for schedul-
ing gynecological oncology patients. As future work, we would like to study the
scheduling of appointments over multiple processes.

The scheduling of appointments is done automatically by our system. For the
actual scheduling of an appointment, a search is started for the first opportunity
that precisely one of the resources of a role can be booked for the respective ap-
pointment. However, the actual scheduling of an appointment is determined by
a multitude of (human) factors, including patient preferences, scheduling heuris-
tics used by a scheduler, etc. Moreover, the making of appointments can not be
considered independently from each other, especially when multiple departments
are involved. Therefore, a simple solution to this problem, taking these factors
into account, is to add a delay to the earliest time that an appointment may
be booked such that the average waiting time for each appointment matches
the figure realized in reality. As future work, we would like to improve the way
these appointments are scheduled such that human related factors are taken into
account, for example, by using the concept of “chunks” explained in [4].

For our experiments, our main focus is on the scheduling of appointments.
Therefore, in our simulation model a basic approach has been taken to capture
the behavior of resources performing flow and schedule tasks. For example, sev-
eral kinds of resources were only working part-time on the processes at hand or
a delay is taken into account so that assignment of a workitem does not imme-
diately take place. However, in reality capturing the way people actually work is
complicated by many factors. For an elaborate discussion on the problems when
capturing human behavior in business processes and possible solutions, we again
refer to [4].

As performance indicators for the gynecological oncology healthcare process,
we have the average waiting time for the first visit, and the average waiting times
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for the MRI, CT, pre-assessment, and examination under anesthetic measured
from the time the first visit took place. Based on historical data, it was not
possible to validate the simulation model based on a 95% confidence interval.
As the average waiting times for the different types of appointments obtained
by multiple replications of the simulation model were very close to the figures
realized in reality, we still considered our model as valid. Complicating factors
for validating the model are that the making of appointments can not be seen
independently from each other and involves human factors. Additionally, ap-
pointments are only taking place during office hours. Finally, the performance
measures are defined in such a way that it is assumed that resources are always
available. Therefore, in the future we plan to investigate approaches to alleviate
this problem.

Experiments
By performing various simulation experiments for the gynecological oncology
healthcare process, we have obtained some quantitative insights into the average
waiting time for the various appointments. We have seen that for a selected
resource, every week, at the same day, adding an additional one hour for seeing
new patients already seriously decreases the average waiting time for a first
visit to the outpatient clinic. By adding an additional two hours for seeing new
patients, the desired service level is met, i.e., for 90% of the patients the first
visit takes place within 7 calendar days after registration of the patient.

A limitation for this experiment is that only for a selected resource every
week, at the same day, additional time has been added for seeing patients. In
case the management of the department of gynecological oncology wants to inves-
tigate different configurations (e.g. selecting multiple resources, or adding time
at different days), the simulation model can be used to investigate the impacts.

A limitation of our experiments of scheduling appointments on one day is
that the organization of the calendars of the resources involved has been un-
modified. Preferably, when scheduling appointments on one day, the calendars
of resources at different medical departments are tuned in to each other such
that appointments taking place at different departments can easily be scheduled
on one day. As future work we like to focus on a so-called one-day diagnos-
tic trajectory for the gynecological oncology healthcare process. In other words,
how do all calendars need to be organized such that all diagnostic tests that
are required (MRI, CT, pre-assessment, lab, x-ray) are scheduled on one day,
including a visit to the outpatient clinic.

6 Conclusion

In this paper, we described the design and implementation of a WfMS augmented
with calendar-based scheduling facilities. Instead of just offering workitems via
a work-list, as is the case in most existing WfMSs, they can also be offered as a
concrete appointment in a calendar taking into account which preceding tasks
are necessary and whether they have been performed.
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In the AMC many patient centered, critical processes are running. Although
the schedule-aware WfMS has been developed to support AMC’s healthcare
processes, it is vital for them that the new system seamlessly integrates with the
running processes in the hospital and that it does not degrade the operational
performance of the healthcare processes that it should support.

Therefore, we performed computer simulations in order to investigate the
differences between the current situation and a new situation using our schedule-
aware WfMS. In order to perform computer simulations, the conceptual model
which has been used for specifying and developing the schedule-aware WfMS
is also used for simulating the operational performance of the system. One of
the important characteristics of this approach is the tight coupling between the
conceptual model and the implemented system. In this way, parts of the system
are simulated while connected to the actual system components. Moreover, the
obtained simulation results hold for the implemented system and show that the
system is going to work in practice. Together with the fact that for the gyne-
cological oncology healthcare process we have shown that the correct operation
of the implemented schedule-aware WfMS is ensured, we can conclude that the
system can be applied safely in the AMC.

For the simulation experiments, a healthcare process involving multiple de-
partments has been considered. The different experiments clearly show that it is
difficult to capture a process in which many human factors are involved. Future
work is needed in order to better capture human behavior in simulation models
related to both the execution of tasks and the scheduling of appointments.

Additionally, our experiments shows how complex typical healthcare work-
flows are. Therefore, it is important that these kind of processes are supported
by a schedule-aware WfMS such that the whole workflow is taken into account.
In this way, support is offered for the timely execution of tasks and that there
is enough time in between two scheduled appointments.

References

1. W.M.P. van der Aalst, L. Aldred, M. Dumas, and A.H.M. ter Hofstede. Design
and Implementation of the YAWL System. In Proceedings of CAiSE’04, 2004.

2. W.M.P. van der Aalst and K.M. van Hee. Workflow Management: Models, Methods,
and Systems. MIT Press, Cambridge, MA, 2002.

3. W.M.P. van der Aalst and S. Jablonski. Dealing with Workflow Change: Identifica-
tion of Issues and Solutions. International Journal of Computer Systems, Science,
and Engineering, 15(5):267–276, 2000.

4. W.M.P. van der Aalst, J. Nakatumba, A. Rozinat, and N.C. Russell. Business pro-
cess simulation : how to get it right? Computing Science Reports 08/21, Eindhoven
University of Technology, Eindhoven, 2008.

5. W.M.P. van der Aalst, M. Weske, and D. Grünbauer. Case Handling: A New
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